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A Novel Spatial Fidelity with Learnable Nonlinear
Mapping for Panchromatic Sharpening
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Abstract—The purpose of panchromatic sharpening, i.e., pan-
sharpening, is to fuse a low spatial resolution multispec-
tral (LRMS) image with a high spatial resolution panchro-
matic (PAN) image, aiming to obtain a high spatial resolution
multispectral (HRMS) image. Pansharpening models based on
variational optimization consist of a spectral fidelity term, a
spatial fidelity term, and a regularization term. Most of the
methods assume that the existing PAN image and the homologous
HRMS image satisfy the global or local linear relationship,
which could be far from the real case, thus causing sub-
optimal performance. Inspired by the nonlinear mapping ability
of machine learning (ML) techniques, we propose a novel spatial
fidelity term with learnable nonlinear mapping (LNM-SF), which
trains an implicit functional operator via a specifically designed
convolutional neural network (CNN) and efficiently constructs
the nonlinear relationship between the known PAN and the latent
HRMS images. Relying upon the above description of the spatial
fidelity term, a new variational model with a learnable nonlinear
mapping in the spatial fidelity term for pansharpening, named
LNM-PS, is simply integrated by the conventional spectral fidelity
term into the proposed LNM-SF. To effectively solve the result-
ing optimization problem, we develop an alternating direction
method of multipliers (ADMM)-based algorithm with the fast it-
erative shrinkage-thresholding algorithm (FISTA) as inner solver.
Extensive numerical experiments on different datasets, assessing
the performance both at reduced-resolution and full-resolution,
show the superiority of the proposed LNM-PS method. The code
is available at https://github.com/liangjiandeng/-LNM-PS.

Index Terms—Learnable Nonlinear Mapping, Variational
Model, Convolutional Neural Networks, Pansharpening, Remote
Sensing Image.

I. INTRODUCTION

H IGH resolution remote sensing images have many ap-
plicable fields [1], [2], [3], [4] such as environmental

monitoring, agriculture, and forecasting. However, due to hard-
ware limitations [5], [6], [7], existing satellites, e.g., IKONOS,
QuickBird, GaoFen-2, WorldView-2, and WorldView-3, have
to make a trade-off between the spectral information and the
spatial details of remote sensing images. Thus, they can only
capture a low spatial resolution multispectral (LRMS) image

This research is supported by NSFC (12271083, 12171072), Natural
Science Foundation of Sichuan Province (2022NSFSC0501), Key Projects
of Applied Basic Research in Sichuan Province (Grant No. 2020YJ0216),
and National Key Research and Development Program of China (Grant No.
2020YFA0714001). (Corresponding author: Liang-Jian Deng)

Rui Wen, Liang-Jian Deng, Zhong-Cheng Wu, and Xiao Wu are
with the School of Mathematical Sciences, University of Electronic
Science and Technology of China (UESTC), Chengdu, Sichuan, 611731,
China (e-mails: wenrui202102@163.com; liangjian.deng@uestc.edu.cn;
wuzhch97@163.com; wxwsx1997@gmail.com).

Gemine Vivone is with the Institute of Methodologies for Environmental
Analysis, CNR-IMAA, 85050 Tito Scalo, Italy, and NBFC, National Biodiver-
sity Future Center, Palermo 90133, Italy (e-mail: gemine.vivone@imaa.cnr.it).

LRMS image

(a) EXP (b) BT-H (c) MTF-GLP-HPM (d) Proposed

PAN image HRMS image

Fusion

Fig. 1. Top row: a schematic representation of pansharpening exploiting the
reduced-resolution Rio dataset (source: WorldView-3). Bottom row: (a) the
EXP [8] and the fused images using (b) the BT-H [9], (c) the MTF-GLP-
HPM [10], and (d) the proposed LNM-PS method. The 7th, 3rd, and 2nd
channels are selected to generate the pseudo-color images.

and a high spatial resolution panchromatic (PAN) image.
Hence, pansharpening emerged as a tool to combine the LRMS
and PAN images to get high spatial resolution multispectral
(HRMS) images. A schematic representation of pansharpening
is depicted in Fig. 1.

A. Related Works

In recent years, pansharpening aroused interest in many
fields and several fused methods have been proposed. They can
be roughly divided into four categories [11], [12], [13], i.e., (i)
component substitution (CS) approaches, (ii) multi-resolution
analysis (MRA) techniques, (iii) variational optimization (VO)
methods, and (iv) machine learning (ML) methods.

CS methods, also called spectral methods, are the ear-
liest and also the most widely used because of their re-
duced computation cost. They rely upon the replacement of
the spatial component of the LRMS image (obtained by a
transformation of the spectral domain) with the PAN image.
Representative instances are the principal component analysis
(PCA) method [14], the Gram-Schmidt spectral sharpening
(GS) approach [15], the band-dependent spatial-detail (BDSD)
method [16], and the partial replacement adaptive component
substitution (PRACS) technique [17]. Compared with other
categories, CS methods have a lower time consumption, while
causing severe spectral distortion.

MRA approaches, also called spatial methods, extract spa-
tial information from the known PAN image by spatial fil-
tering, then injecting them into the UPMS image, i.e., the
upsampled LRMS image, to obtain the final HRMS image.

https://github.com/liangjiandeng/-LNM-PS


2

Some instances of approaches include the Laplacian pyramids
(LP) method [18], the morphological filters (MF) [19], the
modulation transfer function generalized Laplacian pyramid
with full-resolution regression-based injection (GLP-Reg-FS)
method [20], and the modulation transfer function generalized
Laplacian pyramid with high-pass modulation injection (MTF-
GLP-HPM) technique [21]. Conversely to the CS methods, the
fused images provided by the MRA methods easily suffer from
the severe spatial distortion, while the spectral information of
them is usually well-preserved.

VO techniques are rapidly gaining popularity in the field
of pansharpening thanks to their exceptional flexibility and
generalization, see, e.g., [22], [23], [24]. These methods usu-
ally describe an exact relationship between the known LRMS,
PAN, and latent HRMS images based on some assumptions.
The main processes involved in this category include: (i) con-
structing the energy function; and (ii) designing an algorithm
to minimize this function, thus getting the desired image. The
earliest variational approach is the P+XS method [25]. How-
ever, it obtains fusion results with inaccurate spatial details
because of the global linear assumption between the PAN
and HRMS images. To improve this approach, Fu et al. [26]
proposed a local gradient constraint to extract spatial infor-
mation, resulting in high-performance pansharpening results.
However, it also fails to avoid spatial distortion due to the use
of a local linear assumption that cannot be valid. In addition,
many tensor decomposition-based methods have recently been
applied to pansharpening, e.g., Li et al. [27] exploited the
Tucker decomposition to estimate the core tensor and basis
matrices from the desired HRMS and existing LRMS images,
preserving the spatial details and spectral information of the
fused HRMS image. Unfortunately, tensors also make the
same linear assumption, which inevitably results in lower
performance. Generally speaking, VO methods with a solid
mathematical foundation can produce excellent results. Nev-
ertheless, they cannot solve a nonlinear problem under the
limitations of the existing regularization methodologies.

Recently, ML methods have been proposed and widely
applied in several computer vision fields, see, e.g., hyper-
spectral image super-resolution [28], [29], [30], [31], image
classification [32], [33], [34], and hyperspectral image de-
noising [35], [36], [37]. These methods obtain pansharpened
images by inputting the existing LRMS and PAN images
into the designed deep convolutional neural network, which
has been pre-trained on a vast amount of data. In particular,
many advanced ML approaches can faultlessly compensate for
the shortcomings reflected by the VO techniques, e.g., the
unsatisfactory accuracy and the use of the linear constraint
between the known PAN and LRMS images. Masi et al. [38]
proposed one of the first convolution neural networks (CNNs)
for pansharpening. The network was named pansharpening
neural network (PNN), and it uses a simple three-layers
architecture to solve the problem. After that, many variants
have been proposed. For instance, Liu et al. [39] proposed a
novel fusion framework based on the generative adversarial
networks (GANs), which takes into consideration both the
application of neural networks to learn a nonlinear mapping
and the solution to the upsampling problem. Besides, Zhang

et al. [40] presented a new pansharpening technique based
on the deep neural networks (DNNs), called SSE-Net, which
defines the spectral ratio loss to capture the nonlinear relation-
ships among the channels of desired HRMS image, reducing
the spectral distortion in the final outcome. On the one hand,
these techniques can use more feature information getting
high accuracy with an excellent nonlinear mapping ability.
However, on the other hand, their generalization ability is not
guaranteed.

Especially, hybrid approaches combining some of the above
four classes have also been proposed, see, e.g., [41], [42],
[43], [44]. These methods always plug the deep networks
or deep priors via ML-based approaches into a part of the
other three techniques, making the resulting hybrid model have
the advantages of each of them, simultaneously. For instance,
Deng et al. [45] propose the Fusion-net, which combines
the CS or MRA with ML, achieving higher performance on
various datasets. On the other hand, Ye et al. [46] creatively
choose to plug the deep prior, which is composed of the
proposed problem-specific recursive block and is trained in
the gradient domain, into the spatial preservation term of
the VO-based model and propose a hybrid pansharpening
approach via a gradient-based deep network prior (GDN),
achieving promising generalization in several datasets. Fur-
thermore, Guo et al. [47] start from the Bayesian theory to
attempt a nonlinear manner based on CNN, train parameters
and introduce an anisotropic TV prior in multi-order gradient
domains, and finally establish the posterior probability model,
effectively preserving the more spatial structure and spectral
details. Unlike the existing papers, we propose a novel and
more comprehensive hybrid pansharpening framework, which
employs the prominent ability of ML, e.g., nonlinear learning
and matching. Ulteriorly, we lead it into pansharpening for the
learning of spectral features, obtaining outstanding nonlinear
presentation performance beyond traditional methods.

B. Contributions
Considering that the (local/global) linear hypothesis of the

relationship between PAN and HRMS images cannot be valid,
fusion results of traditional models are often unsatisfied. To
overcome this limitation, we propose to learn the nonlinear
relationship between the known PAN and the latent HRMS
images by CNNs, which are pre-trained on a vast amount
of data, precisely outlining the nonlinear relationship, thus
breaking the bottleneck represented by the linear representa-
tion. More specifically, we exploit the nonlinear relationship
in pansharpening to learn the spatial features from the PAN
image in a better way, resulting in a new learnable nonlinear
mapping spatial fidelity (called LNM-SF). Furthermore, we
propose a novel variational model with learnable nonlinear
mapping for pansharpening, named LNM-PS, by integrating
the conventional spectral fidelity term and the proposed LNM-
SF. To solve the LNM-PS method effectively, we develop an
alternating direction method of multipliers (ADMM)-based
algorithm with the fast iterative shrinkage-thresholding al-
gorithm (FISTA) framework as the inner solver. Extensive
experiments on reduced-resolution (i.e., simulated) and full-
resolution (i.e., real) datasets assess the excellent performance
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Fig. 2. Flowchart of the proposed LNM-PS method. The details of our framework can be found in Sect. III.

of the proposed LNM-PS framework compared to other state-
of-the-art methods. Finally, some discussions are provided, i.e.,
the parameters analysis, the learnable nonlinear mapping, the
generalization ability, the computational load, and the network
structure.

The main contributions of our paper are summed up as
follows:

• A new spatial fidelity with learnable nonlinear mapping
(LNM-SF) is proposed to represent a more accurate
relationship between the known PAN and latent HRMS
images. Unlike the existing methods, a more reason-
able explanation is given in the proposed method from
modeling to designing algorithm about employing the
nonlinear representation ability of ML methods, e.g.,
CNNs, as an implicit functional operator in the spatial
fidelity term of a VO model.

• A novel variational model with learnable nonlinear map-
ping for pansharpening, named LNM-PS, is proposed
via integrating the conventional spectral fidelity term and
the LNM-SF.

• An ADMM-based algorithm with the FISTA framework
as the inner solver is designed to solve the proposed
hybrid model more effectively to have a simple yet
effective pansharpening approach. More specifically, we
derive the nonlinear function into linear functions by
further exploring the properties of the trained nonlin-
ear functions in some particular points, reducing the
computational burden. Extensive experiments on several
reduced-resolution and full-resolution datasets demon-
strate the superiority of the proposed LNM-PS method
compared with existing state-of-the-art approaches.

C. Paper Organization

The remaining of our paper is organized as follows. In
Sect. II, the notation and the main motivations of the work
are introduced. The proposed LNM-PS method is described
in Sect. III. The solution of the created optimization problem
is instead provided in Sect. IV. In Sect. V, the experimental
analysis is shown comparing LNM-PS with some existing
state-of-the-art methods. Finally, conclusions are drawn in
Sect. VI.

II. NOTATION AND MOTIVATIONS

This section works on the presentation of the notation and
the main motivations under the development of the proposed
LNM-PS.

A. Notation

Lowercase letters denote scalars, i.e., a, matrices and vectors
are denoted by uppercase and lowercase bold letters, respec-
tively, i.e., X and x, and calligraphic letters represent tensors,
i.e., X . We denote 1 as the all-ones matrix, whose dimension,
when not given explicitly, is inferred from the context. The
rest of the notation is summarized in Tab. I.

B. Motivations

A widely used hypothesis in some existing works is that the
known PAN and latent HRMS images have the common spatial
structure. According to this consideration, many methodolo-
gies extract the spatial details from the existing PAN image
to reconstruct the desired HRMS image. Specifically, many
VO-based methods assume that the PAN image is (globally or
locally) linearly related to the HRMS image, see, e.g., [25],
[43]. However, the relationship between the above two images
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TABLE I
NOTATION.

Notation Explanation

X ,X,x, x Tensor, matrix, vector, scalar
X ∈ RH×W×S The HRMS image
X ∈ RS×HW The mode-3 unfolding of X
Xi ∈ RH×W The i-th band of X
Y ∈ Rh×w×S The LRMS image
Y ∈ RS×hw The mode-3 unfolding of Y
P ∈ RH×W The PAN image
xi1,i2,i3 the (i1, i2, i3)-th element of X
◦ Hadamard product

∥X∥F
Frobenius norm

∥X∥F =
√∑

i1,i2,i3
|xi1,i2,i3 |

2

(i.e., the known PAN and latent HRMS images) is often non-
linear, as demonstrated in Sect. III-B. Unfortunately, VO-based
methods cannot effectively solve this nonlinear relationship.
Thus, describing the nonlinear relationship between the above
two images can represent the key to success for VO-based
approaches.

Many researchers proposed CNN-based regularization terms
to improve the performance of VO-based sharpening methods.
For example, Wu et al. [41] employed the results of a deep
convolution neural network (DCNN) as prior into a VO frame-
work. Moreover, Dian et al. [42] introduced a special denoiser
prior, which was learned by CNN, to fuse hyperspectral and
multispectral images [48]. In both cases, the superiority (in
terms of accuracy) of using CNNs in the fusion framework
is demonstrated. However, the simple use of CNNs in the
regularization term is insufficient since it fails to make the best
of the strong ability of CNNs in the nonlinear mapping. Hence,
how to exploit CNNs to map nonlinearities in data fidelity
terms for VO-based pansharpening is a relevant problem. This
paper is devoted to making the first attempts toward addressing
this question.

Based on the above two considerations, a novel hybrid
model is proposed, which improves traditional variational
models by plugging a learnable nonlinear mapping into the
spatial fidelity term (the LNM-SF), just including two data
fidelity terms, i.e., the traditional spectral fidelity term and the
proposed LNM-SF. This model breaks away from the classi-
cal linear constraints getting competitive results on different
datasets against state-of-the-art techniques.

III. THE PROPOSED MODEL

A. The Spectral Fidelity Term

According to the theory of single image super-
resolution (SISR), a widely used degradation model is
as follows:

y = Ψ(x) + n, (1)

where Ψ is the downsampling (decimation and filtering)
operator, y is the observed low-performance image, x is the
reference image, and n is a Gaussian noise.

(a) (b)

Fig. 3. The spectral responses for two sensors: (a) GaoFen-2 and (b)
WorldView-3.

Similarly, in pansharpening, the LRMS image is viewed as
the degraded version of the HRMS image. Mathematically, we
have the following:

Y = XBS+ ζ, (2)

where B ∈ RHW×HW is the blurring matrix, S ∈ RHW×hw

denotes the decimation operator, and ζ is a zero-mean Gaus-
sian noise. According to the above formula, the conventional
spectral fidelity term is expressed as:

fspectral(X,Y) = ∥XBS−Y∥2F , (3)

where ∥ · ∥F is the Frobenius norm.

B. Learnable Nonlinear Mapping Spatial Fidelity Term

Many existing variational models extract the spatial in-
formation from the known PAN image by an inaccurate
assumption, i.e., the linear relationship between the existing
PAN and latent HRMS images, thus causing some spatial
distortion [49]. The first idea linking PAN and HRMS im-
ages dated back to 2006 with the development of the P+XS
framework [25], which assumes a global linear combination
between the PAN and HRMS spectral bands. Mathematically,
we have the following:

P =

S∑
i=1

αiXi, (4)

where {αi}Si=1 denote the weighting coefficients of the linear
combination satisfying the constraint

∑S
i=1 αi = 1 and S is

the number of the spectral channels of the HRMS image.
Based on the above-mentioned method, Xie et al. [43]

proposed a novel way to calculate the weights denoted as
R ∈ R1×S :

Ri =
σi∑S

i=1(σ
i)
, (5)

where σi denotes the largest eigenvalue of the i-th channel
of the latent HRMS image, and Ri represents the spectral
response of the i-th channel. Thus, the spatial constraint
between the known PAN and unknown HRMS images can
be obtained as follows:

P = RX. (6)

It is easy to see that both of them make the same assumption
of a linear combination between the PAN image and the
HRMS spectral bands. To further explore the relationship
both in spectral and spatial between the PAN and HRMS
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Fig. 4. The diagrammatic representation of (13) when r = 4. More details
can be found in [41].

images, the spectral responses of two extensively used sensors
for pansharpening are shown in Fig. 3, and the definition of
spectral response is provided as follows.

Definition 3.1: The spectral response is defined as the
ratio of the number of photoelectrons, which are measured
by the instrument system, to the radiance at a particular
wavelength present at the entrance to the telescope aperture,
i.e., the spectral response of a sensor only relies on its inherent
parameters. [12].

From the selected area of Fig. 3, we can see that the
spectral response between the existing PAN and latent HRMS
images is nonlinear, because the spectral response of PAN
(the black curve) can not be a linear representation by other
spectral response of channels of HRMS. It is worth noting
that the linear assumption widely used in many existing VO-
based methods still obtains good performance, but surely
represents an approximation. On the contrary, the nonlinear
relationship is more coherent with a real environment driving
the development of new approaches towards considering this
feature to improve fusion performance.

Thanks to the rapid development of CNNs for pansharpen-
ing, see, e.g., [50], [51], [52], [53], [54], [55], [56], the non-
linear mapping can be obtained by exploiting CNNs. Thus, we
design a pre-trained CNN to learn the nonlinear relationship
between the existing PAN and latent HRMS images. Then, we
use this CNN structure as the embed operator to replace the
traditional theory of linear algebra, making a substantial step
toward constructing a nonlinear relationship in the data fidelity
of VO-based methods. More details about how to train CNN
can be found in Sect. V-B. The CNN-based spatial fidelity
term can be gained as follows:

fspatial(X,P) = ∥Φ(X)−P∥2F , (7)

where Φ denotes nonlinear functional operator, which is pre-
trained for the designed CNN and has no explicit expression.

For this reason, the resulting optimization model for pan-

PAN image HRMS image
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Fig. 5. The network representing the inverse operator of Φ (i.e., Φ−1)
designed by using the simple PNN [38].

sharpening can be obtained:

min
X

1

2
∥XBS−Y∥2F +

λ

2
∥Φ(X)−P∥2F , (8)

where λ > 0 is the regularization coefficient. It is worth
noting that existing VO-based methods (see, e.g., [57], [41],
and [24]) add a regularization term to further enhance the per-
formance of the resulting pansharpening model. However, the
improvement due to the regularization term is not sometimes
significant, instead leading to an increment of the model’s
parameters requiring a greater computational burden to be
solved. Thus, to simplify our model and promote the efficiency
of the fusion framework, we consider no regularization term.
The framework of the proposed LNM-PS optimization model
is illustrated in Fig. 2.

Although convex, the objective function (8) is not advisable
to directly calculate the derivative because it involves an
extremely high burden on computation and storage. Afterward,
an ADMM-based algorithm exploiting the FISTA framework
as the inner solver will be designed to effectively pursue the
iterative solution of the above optimization problem.

IV. THE PROPOSED ALGORITHM

This section is devoted to designing an ADMM [58]-based
algorithm, which splits the proposed optimization problem into
three simple and independent sub-problems, all of them having
the corresponding closed-form solution. For simplicity, we can
rewrite the resulting optimization model (8) as an isovalent
constrained problem by introducing two auxiliary variables U
and V. Hence, we have that:

min
X

1

2
∥US−Y∥2F +

λ

2
∥Φ(V)−P∥2F ,

s.t. U = XB, V = X.
(9)

The corresponding augmented Lagrangian function of the
above optimization problem (9) can be expressed as:

Lη1,η2
(U,V,X,Θ1,Θ2) =

1

2
∥US−Y∥2F

+
λ

2
∥Φ(V)−P∥2F +

η1
2

∥∥∥∥XB−U+
Θ1

η1

∥∥∥∥2
F

+
η2
2

∥∥∥∥X−V +
Θ2

η2

∥∥∥∥2
F

+ const,

(10)

where Θ1,Θ2 denote the Lagrange multipliers, η1, η2 > 0
represent the penalty parameters, and const is a generic con-
stant. At this time, (10) can be solved iteratively by updating
the following three simpler subproblems.
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Fig. 6. The results generated by the trained nonlinear operator. First row: the
histograms on the reduced-resolution Rio dataset (source: WorldView-3) using
the trained functional operators Φ and Φ−1. Second row: the corresponding
pie charts. It can be seen that Φ(V)−P, Φ−1(0) and Φ−1(Φ(V))−V are
not zero. In other words, there are errors that make the ideal properties not
valid.

A. U-subproblem

According to (10), the U-subproblem can be expressed as
the following optimization problem:

argmin
U

1

2
∥US−Y∥2F +

η1
2

∥∥∥∥XB−U+
Θ1

η1

∥∥∥∥2
F

, (11)

which is a least-squares problem. Therefore, we can solve it
by taking the derivative of (11), i.e.:

USST −YST − η1XB+ η1U−Θ1 = 0, (12)

where USST can be regarded as the element-wise multipli-
cation of DSST and U, i.e.,

USST = U ◦DSST (13)

with

DSST = [vec(K⊗ 1), vec(K⊗ 1), · · · , vec(K⊗ 1)]
T (14)

where ◦ and ⊗ indicate the Hadamard and Kronecker product,
respectively, vec(·) is the vectorization operator, and K ∈
Rr×r is a sparse matrix, e.g., when r = 4, K[(3, 3)] = 1,
whereas all the other cases is 0. The interesting readers can
refer to the graphical representation as in Fig. 4 and to [41]
for more details.

Therefore, the U-subproblem can be efficiently solved by:

U :=
YST + η1XB+Θ1

DSST + η11
, (15)

note that the element-wise division is needed.

B. V-subproblem

By fixing other variables except for V, the V-subproblem
becomes:

argmin
V

λ

2
∥Φ(V)−P∥2F +

η2
2

∥∥∥∥X−V +
Θ2

η2

∥∥∥∥2
F

, (16)

which is a least-squares problem and easily to obtain the
corresponding closed-form solution. However, since Φ cannot

(a) EXP [8] (b) LNM-O (c) LNM-N (d) GT

Fig. 7. The fusion results on the reduced-resolution Rio dataset (source:
WorldView-3): (a) EXP [8], (b) LNM-O, (c) LNM-N, and (d) GT. The 3rd,
7th, and 6th bands are selected to generate the pseudo-color images.

be represented in the cooresponding matrix form, the FISTA
framework [59] is applied to optimize this subproblem and
separate this nonlinear operator, i.e., Φ [26].

Under the FISTA framework, (16) is divided into the
following iterative procedure:

E = Tp+1 − Φ−1 (Φ(V)−P) /L, (17)

where L is the Lipschitz constant for Φ−1 (Φ(V)−P), whose
value is generally set to 1, E,T ∈ RH×W×C are the auxiliary
variables, and p implies the p-th iteration of FISTA. Φ−1

denotes the inverse operator of Φ, which also is nonlinear and
has no explicit expression, and both Φ and Φ−1 are continuous
functions. The detailed network structure of Φ−1 is shown in
Fig. 5.

However, when (17) is used to update E, we obtain
an unstable intermediate result, i.e., E, which leads to an
undesired fused image. The reason is that the operator Φ
and its inverse operator Φ−1 are trained to satisfy the more
precise and real nonlinear relationship between the existing
PAN and latent HRMS images, which is meaningless for any
temporary variable. Thus, when we use (17) employing the
above operators to update the temporary variable E, inaccurate
results are produced. To avoid these results, we consider the
following two situations to simplify (17).

In the ideal situation, the trained functional operator Φ and
its inverse operator Φ−1 satisfy the following properties:

Φ(V) = P,

Φ−1(0) = 0,

Φ−1 (Φ(V)) = V,

X = V.

(18)

According to (18), we derive (17) as:

E = Tp+1 − Φ−1 (Φ(V)−P) /L

= Tp+1 − Φ−1 (0)

= Tp+1 − 0

= Tp+1 −
(
Φ−1(Φ(V))− Φ−1(P)

)
= Tp+1 − (V − Φ−1(P)).

(19)

Thus, (17) can be simplified as follows:

E = Tp+1 −
(
V − Φ−1(P)

)
, (20)
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TABLE II
QUANTITATIVE RESULTS FOR EXP [8], LNM-O, AND LNM-N, ON TWO

TEST CASES OF THE REDUCED-RESOLUTION RIO DATASET (SOURCE:
WORLDVIEW-3). THE APPROACHES ARE RUN ON THE CPU. (BOLD: BEST

RESULTS)

Data Index EXP [8] LNM-O LNM-N Ideal value

Metropolis

PSNR 27.814 31.378 33.145 +∞

SSIM 0.697 0.876 0.910 1

SAM 7.003 6.810 5.659 0

SCC 0.847 0.932 0.956 1

ERGAS 8.230 5.371 4.377 0

Q8 0.705 0.873 0.921 1

Runtime(s) 0.012 218.9 2.640 0

Rio

PSNR 28.914 32.244 33.808 +∞

SSIM 0.690 0.873 0.902 1

SAM 7.541 7.118 6.032 0

SCC 0.819 0.914 0.942 1

ERGAS 7.602 5.039 4.255 0

Q8 0.685 0.868 0.913 1

Runtime(s) 0.012 220.1 2.710 0

which is only related to the operator Φ−1, thus saving time
compared with (17) that involves the two operators, i.e., Φ
and Φ−1. Moreover, the above derivation process illustrates
that although the trained functional operator Φ is nonlinear, it
can still obtain the distribution property similar to the linear
function in some special points, thanks to the iteration process
of the algorithm and the special properties of Φ. This reduces
both the complexity of the proposed LNM-PS model and the
computational burden.

In the real situation, we find that (18) is not strictly satisfied,
as shown in Fig. 6. The detailed operator is that we first unfold
the three results, i.e., Φ(V)−P, Φ−1(0) and Φ−1(Φ(V))−V,
via the designed PNN-based network, as the corresponding
arrays, then we plot the histograms and furthermore show the
pie charts to help readers better understand. It is easy to see
from Fig. 6 that Φ(V)−P, Φ−1(0), and Φ−1(Φ(V))−V are
not zero. The reason that causes this case is the existence
of weights and biases in each layer when we train these
two nonlinear mapping operators. However, this is the only
way that must be passed in the real situation, i.e., it is an
indisputable fact that the above three results are not the non-
zero tensors. However, we can denote them, mathematically,
i.e., there are errors as ϵ1, ϵ2, and ϵ3, making Φ and Φ−1

having similar properties as (18), i.e.,
Φ(V) = P+ ϵ1,

Φ−1(0) = 0+ ϵ2,

Φ−1 (Φ(V)) = V + ϵ3,

X = V.

(21)

However, these errors are acceptable, i.e., (18) is still hold-

ing in the real situation since the improvement of the resulting
performance is remarkable. To validate the effectiveness of this
derivation (i.e., simplifying (17) with (20)), we choose two test
cases related to the reduced-resolution Rio dataset acquired by
the extensively used WorldView-3 sensor for pansharpening.
We denote the two algorithms using (17) and (20) as LNM-O
and LNM-N, where O and N stand for the original version
and the new version, respectively. The visual comparison of
the two algorithms on the two test cases is displayed in Fig.
7. The 3rd, 7th, and 6th bands are selected to generate the
pseudo-color images. The quantitative results are shown in
Tab. II. One can see from the Table that LNM-O and LNM-
N achieve better fusion results compared with the baseline
EXP [8]. Moreover, LNM-O needs more computation to get
the fusion results, even getting lower performance than LNM-
N.

To sum up, this transformation from (17) to (20) is appli-
cable to effectively update the variable E.

Under the FISTA framework, the V-subproblem can be
rewritten as the following minimization problem with the
updated E in (20):

argmin
V

λ

2
∥V −E∥2F +

η2
2

∥∥∥∥X−V +
Θ2

η2

∥∥∥∥2
F

, (22)

which is a least-squares problem and can be simple to achieve
the following closed-form solution:

V :=
λE+ η2X+Θ2

(λ+ η2)1
, (23)

notably, the element-wise division is needed, and the solution
of V-subproblem can be summed up in Algorithm 1.

C. X-subproblem

Similarly, X can be updated by solving the following
optimization problem:

argmin
X

η1
2

∥∥∥∥XB−U+
Θ1

η1

∥∥∥∥2
F

+
η2
2

∥∥∥∥X−V +
Θ2

η2

∥∥∥∥2
F

,

(24)
which is a simple least-squares problem. Thus, we have that:

X := F−1

(
M+N

η1F(B) ◦ F(B)† + η21

)
. (25)

In (25), the expressions of M and N are as follows:

M = η1F(U) ◦ F(B)† −F(Θ1) ◦ F(B)†,

N = η2F(V)−F(Θ2),
(26)

where F(·) and F−1(·) denote the fast Fourier transform
(FFT) and the corresponding inverse operator, respectively,
the symbol † is the complex conjugate, and the division is
component-wise.

D. Updating Multipliers Θ1,Θ2

Finally, on the basis of ADMM framework, the correspond-
ing Lagrangian multipliers Θ1 and Θ2 can be updated via:

Θ1 := Θ1 + η1(XB−U),

Θ2 := Θ2 + η2(X − V).
(27)
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Algorithm 1: The FISTA-based framework for solving
V-subproblem (16)

Input: X, P, Θ2, λ, η2, L, kimax

1 Initialization: T0, V0, t0

2 for p = 1 to kimax do
3 Update E via (20);

4 Update t via t =

(
1 +

√
1 + 4 (tp)

2

)
/L ;

5 Update T via T = Vp+1 + tp−1
tp+1

(
Vp+1 −Vp

)
;

6 end
Output: V via (23)

Algorithm 2: The designed ADMM-based algorithm
for more effectively solve the proposed optimization
model (8)

Input: Y, P, Θ1, Θ2, λ, η1, η2, komax

1 Initialization: X0 = 0
2 while relcha > ε and k < komax do
3 Update U via (15);
4 Update V via Algorithm 1;
5 Update X via (25);
6 Update multipliers Θ1,Θ2 via (27);
7 end

Output: Fused HRMS image, X

The termination criterion is considered in the ADMM
algorithm based on the relative change (relcha) between two
successive pansharpened outputs that should be less than a set
tolerance value ε, i.e.:

relcha =
∥∥Xk+1 −Xk

∥∥
F
/
∥∥Xk

∥∥
F
< ε. (28)

where k denotes the k-th iteration of ADMM. The procedure
to solve the resulting optimization model (8) is summarized
in Algorithm 2, where komax is the maximum number of
iterations. The convergence of the designed iterative scheme
is theoretically guaranteed, see [60] for more details.

V. EXPERIMENTAL RESULTS

This section is committed to demonstrating the effective-
ness of LNM-PS approach. More specifically, we compare
the LNM-PS with some state-of-the-art approaches on re-
mote sensing datasets (i.e., Guangzhou, Indianapolis, and
Rio datasets) acquired by several widely used sensors for
pansharpening, i.e., GaoFen-2, QuickBird, and WorldView-3.
We choose several techniques from different pansharpening
categories. Furthermore, two assessment procedures, includ-
ing reduced-resolution and full-resolution, are considered.
On the other hand, to obtain more convincing results, all
the approaches in the benchmark are also run on the same
software and hardware platforms, i.e., MATLAB (R2021b) and
a computer of 16Gb RAM with AMD Ryzen 5 5600X 6-Core
at 3.7 GHz. It is worth to be noted that the tolerance value, ε,
and the number of inner iterations, kimax, are empirically set
to 2×10−4 and 2 in all the experiments, respectively. Finally,
we set komax to 30, as shown in Sect. V-F2.

A. Datasets

The datasets are obtained from the website1. We randomly
sample the original LRMS and PAN images to have patches
from the selected datasets. Wald’s protocol [64] is adopted
and Gaussian filters are designed to match the modulation
transfer functions (MTFs) of the acquiring sensors followed
by a decimation obtaining a scaling ratio of 4 [65]. Thus, the
following three training datasets are obtained:

• GaoFen-2 training set: 21607 pairs of {PAN: 64×64×1,
MS: 16×16×4, GT: 64×64×4}.

• QuickBird training set: 20685 pairs of {PAN: 64×64×1,
MS: 16×16×4, GT: 64×64×4}.

• WorldView-3 training set: 8806 pairs of {PAN:
64×64×1, MS: 16×16×8, GT: 64×64×8}.

According to the same simulation procedure, we generate
the testing datasets (not included in the training set):

• The Guangzhou dataset, obtained by the GaoFen-2 (GF-
2) sensor, has an LRMS image with 4 spectral channels
and a size of 64×64 and 256×256 for the LRMS and
PAN images, respectively.

• The Indianapolis dataset, obtained by the QuickBird
(QB) sensor, has an LRMS image with 4 spectral
channels and a size of 64×64 and 256×256 for the
LRMS and PAN images, respectively.

• The Rio dataset, acquired by the WorldView-3 (WV-3)
sensor, has an LRMS image with 8 spectral channels
and a size of 64×64 and 256×256 for the LRMS and
PAN images, respectively.

B. Trained Functional Operator

A CNN is needed to define spatial fidelity, i.e., Φ−1. Thus,
we adopt a 3 Conv-ReLU layer CNN as Φ−1. To better
illustrate our algorithm, we also train Φ, which leverages on
the same network with new weights fed by Φ−1 to learn how
to convert HRMS to PAN. However, the final algorithm only
needs to employ Φ−1, see Sect. IV-B. Notably, Φ and Φ−1

use standard Pytorch convolution operations with padding and
different optimizer settings compared to the PNN [38]. We
adopt Adam optimizers with the learning rate being 2× 10−4

and (0.9, 0.999). The CNN implementation is performed in
Pytorch 1.11.1 using an Nvidia GeForce RTX 3080 GPU.

C. Benchmarking

We compare LNM-PS with several state-of-the-art pan-
sharpening approaches. The EXP [8] is considered as the
baseline. Into the CS class, we chose the haze corrected
version of the Brovey transformation (BT-H) [9] and the robust
band-dependent spatial-detail (BD-PC) method [61]. Inside the
MRA family, the GLP with MTF-matched filters and the HPM
injection (HPM) method [10] and the context-based GLP (C-
GLP) [62] are considered. In addition, the VO-based method
with local gradient constraints (LGC) [26] and the context-
aware details injection fidelity (CDIF) [24] are also added. To
complete the benchmarking, the pansharpening neural network

1http://openremotesensing.net/kb/codes/pansharpening/
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(a) EXP [8] (b) BT-H [9] (c) BD-PC [61] (d) HPM [10] (e) C-GLP [62] (f) LGC [26] (g) CDIF [24] (h) PNN [38] (i) APNN [63] (j) LNM-PS (k) GT

Fig. 8. Visual results on the reduced-resolution Guangzhou dataset (source: GaoFen-2). The PAN size is 256 × 256. First row: the fused images. Second
row: the homologous residual maps when we used the GT image as the reference image. The Blue (3nd), Green (2nd), and Red (1st) channels are selected
to generate these images.

(a) EXP [8] (b) BT-H [9] (c) BD-PC [61] (d) HPM [10] (e) C-GLP [62] (f) LGC [26] (g) CDIF [24] (h) PNN [38] (i) APNN [63] (j) LNM-PS (k) GT

Fig. 9. Visual results on the reduced-resolution Indianapolis dataset (source: QuickBird). The PAN size is 256 × 256. First row: the fused images. Second
row: the homologous residual maps when we used the GT image as the reference image. The Blue (3nd), Green (2nd), and Red (1st) channels are selected
to generate these images.

(a) EXP [8] (b) BT-H [9] (c) BD-PC [61] (d) HPM [10] (e) C-GLP [62] (f) LGC [26] (g) CDIF [24] (h) PNN [38] (i) APNN [63] (j) LNM-PS (k) GT

Fig. 10. Visual results on the reduced-resolution Rio dataset (source: WorldView-3). The PAN size of this image is 256 × 256. First row: the fused images
from different frameworks. Second row: the homologous residual maps when we used the GT image as the reference image. The NIR (7th), Green (3rd), and
Blue (2nd) channels are selected to generate these Pseudo color images.

(PNN) [38] and the corresponding target adaptive version
(APNN) [63] are also chosen belonging to the ML class. It
is worth remarking that no very recent ML-based approaches
have been adopted, and the reasons why we did not consider
them in our paper can be found in Sect. V-F5.

D. Quality Metrics

In this paper, the peak signal-to-noise ratio (PSNR) [66], the
structural similarity (SSIM) [66], the spectral angle mapper
(SAM) [67], the spatial correlation coefficient (SCC) [68],
the erreur relative globale adimensionnelle de synthèse (ER-
GAS) [69], and the Q2n index [70], [71], i.e., the Q4 for 4-
channels MS images or the Q8 for 8-channels MS images, are
chosen for the assessment at the reduced-resolution. Instead, at
the full-resolution, the quality with no reference (QNR) [72]
index, including a spectral quality index, Dλ, and a spatial
quality index, Ds, is used.

E. Qualitative and Quantitative Comparison

1) Reduced-Resolution Assessment: This sub-section is
committed to assessing the performance of LNM-PS on three
reduced-resolution datasets (i.e., GuangZhou, Indianapolis,
and Rio), gained by GaoFen-2, QuickBird, and WorldView-
3 sensors, respectively.

The visual comparisons and the corresponding residual
images of several pansharpening methods on different datasets
are displayed in Figs. 8-10. Focusing on Fig. 8, it can be
observed from the visual results that the images in Figs. 8 (a),
(f), and (i) are more blurry than the other compared methods
on the eaves and the river bank in the close-ups, while the rest
of the results can clearly retain spatial details in those zones.
The related residual images are depicted in the second row of
Fig. 8. Having a look at the close-ups, it is easy to conclude
that the LNM-PS can produce more visually appealing fusion
outcomes than the competing methods. Similar conclusions
can be done inspecting Figs. 9 and 10.

Furthermore, Tabs. III-V report the quantitative results. It is
clear that the LNM-PS is the best approach in all the test cases
and for all the image quality metrics. Compared to approaches
belonging to the same class (i.e., VO), the LNM-PS gets an
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TABLE III
QUANTITATIVE RESULTS (MEAN AND STANDARD DEVIATION) FOR ALL THE COMPARED APPROACHES INCLUDED IN THE BENCHMARK ON 84 IMAGES

FROM THE REDUCED-RESOLUTION GUANGZHOU DATASET (SOURCE: GAOFEN-2). THE CNN-BASED APPROACHES ARE RUN ON GPU (G), WHEREAS THE
OTHERS ON CPU (C). (BOLD: BEST RESULTS; UNDERLINED: SECOND BEST RESULTS)

Method PSNR SSIM SAM SCC ERGAS Q4 Runtime(s)

EXP [8] 37.961 ± 2.221 0.912 ± 0.031 2.027 ± 0.346 0.903 ± 0.034 2.548 ± 0.429 0.775 ± 0.043 0.001(C)

BT-H [9] 41.374 ± 1.613 0.960 ± 0.011 1.849 ± 0.318 0.953 ± 0.023 1.718 ± 0.287 0.890 ± 0.035 0.019(C)

BD-PC [61] 40.822 ± 1.752 0.955 ± 0.013 1.873 ± 0.329 0.951 ± 0.023 1.835 ± 0.295 0.886 ± 0.032 0.029(C)

HPM [10] 40.598 ± 1.830 0.948 ± 0.017 1.796 ± 0.333 0.947 ± 0.023 1.868 ± 0.298 0.874 ± 0.035 0.085(C)

C-GLP [62] 41.128 ± 1.614 0.957 ± 0.011 1.816 ± 0.314 0.951 ± 0.022 1.799 ± 0.247 0.888 ± 0.033 0.268(C)

LGC [26] 40.404 ± 1.988 0.952 ± 0.014 1.728 ± 0.304 0.949 ± 0.019 1.927 ± 0.288 0.869 ± 0.026 4.541(C)

CDIF [24] 41.644 ± 1.642 0.961 ± 0.011 1.710 ± 0.308 0.957 ± 0.020 1.666 ± 0.258 0.898 ± 0.029 13.018(C)

PNN [38] 40.385 ± 1.637 0.948 ± 0.014 2.286 ± 0.419 0.948 ± 0.022 2.171 ± 0.360 0.886 ± 0.031 0.204(G)

APNN [63] 41.294 ± 1.880 0.961 ± 0.013 1.877 ± 0.592 0.954 ± 0.022 1.788 ± 0.822 0.901 ± 0.038 2.359(G)

LNM-PS 42.113 ± 1.899 0.962 ± 0.012 1.500 ± 0.263 0.961 ± 0.018 1.522 ± 0.257 0.913 ± 0.028 2.302(C)

Ideal value +∞ 1 0 1 0 1 0

TABLE IV
QUANTITATIVE RESULTS (MEAN AND STANDARD DEVIATION) FOR ALL THE COMPARED APPROACHES INCLUDED IN THE BENCHMARK ON 40 IMAGES

FROM THE REDUCED-RESOLUTION INDIANAPOLIS DATASET (SOURCE: QUICKBIRD). THE CNN-BASED APPROACHES ARE RUN ON GPU (G), WHEREAS
THE OTHERS ON CPU (C). (BOLD: BEST RESULTS; UNDERLINED: SECOND BEST RESULTS)

Method PSNR SSIM SAM SCC ERGAS Q4 Runtime(s)

EXP [8] 27.140 ± 1.130 0.648 ± 0.040 8.993 ± 0.768 0.742 ± 0.027 12.613 ± 0.995 0.582 ± 0.032 0.001(C)

BT-H [9] 31.374 ± 1.003 0.849 ± 0.016 7.647 ± 0.695 0.912 ± 0.014 7.771 ± 0.573 0.850 ± 0.019 0.019(C)

BD-PC [61] 31.413 ± 0.922 0.846 ± 0.016 8.570 ± 1.000 0.907 ± 0.016 7.775 ± 0.573 0.857 ± 0.030 0.028(C)

HPM [10] 31.241 ± 1.168 0.852 ± 0.014 8.168 ± 0.925 0.902 ± 0.034 8.454 ± 2.320 0.858 ± 0.023 0.082(C)

C-GLP [62] 30.842 ± 0.974 0.827 ± 0.021 8.186 ± 0.770 0.893 ± 0.017 8.395 ± 0.627 0.832 ± 0.036 0.259(C)

LGC [26] 29.715 ± 1.033 0.790 ± 0.022 8.350 ± 0.730 0.881 ± 0.014 9.530 ± 0.705 0.770 ± 0.020 4.291(C)

CDIF [24] 31.994 ± 0.960 0.857 ± 0.016 7.842 ± 0.765 0.921 ± 0.013 7.386 ± 0.561 0.871 ± 0.019 11.997(C)

PNN [38] 30.483 ± 1.071 0.850 ± 0.017 8.257 ± 0.494 0.887 ± 0.012 8.519 ± 0.631 0.854 ± 0.017 0.175(G)

APNN [63] 31.017 ± 1.007 0.842 ± 0.017 7.853 ± 0.706 0.900 ± 0.014 8.195 ± 0.585 0.849 ± 0.015 2.219(G)

LNM-PS 34.156 ± 0.904 0.906 ± 0.012 6.652 ± 0.519 0.951 ± 0.011 5.660 ± 0.457 0.920 ± 0.019 2.280(C)

Ideal value +∞ 1 0 1 0 1 0

TABLE V
QUANTITATIVE RESULTS (MEAN AND STANDARD DEVIATION) FOR ALL THE COMPARED APPROACHES INCLUDED IN THE BENCHMARK ON 15 IMAGES
FROM THE REDUCED-RESOLUTION RIO DATASET (SOURCE: WORLDVIEW-3). THE CNN-BASED APPROACHES ARE RUN ON GPU (G), WHEREAS THE

OTHERS ON CPU (C). (BOLD: BEST RESULTS; UNDERLINED: SECOND BEST RESULTS)

Method PSNR SSIM SAM SCC ERGAS Q8 Runtime(s)

EXP [8] 30.048 ± 2.024 0.761 ± 0.080 6.148 ± 2.068 0.839 ± 0.046 7.991 ± 2.071 0.577 ± 0.094 0.002(C)

BT-H [9] 33.491 ± 2.029 0.895 ± 0.036 5.058 ± 1.558 0.928 ± 0.021 5.367 ± 1.423 0.774 ± 0.095 0.019(C)

BD-PC [61] 33.329 ± 1.920 0.880 ± 0.042 6.031 ± 2.065 0.923 ± 0.024 5.613 ± 1.572 0.768 ± 0.100 0.053(C)

HPM [10] 32.566 ± 2.219 0.888 ± 0.040 5.645 ± 1.933 0.905 ± 0.043 7.952 ± 5.260 0.774 ± 0.097 0.111(C)

C-GLP [62] 32.346 ± 1.708 0.832 ± 0.058 6.019 ± 2.025 0.902 ± 0.033 6.420 ± 1.851 0.678 ± 0.125 0.347(C)

LGC [26] 32.458 ± 1.990 0.865 ± 0.043 5.350 ± 1.741 0.915 ± 0.023 6.038 ± 1.604 0.727 ± 0.093 8.552(C)

CDIF [24] 33.835 ± 1.971 0.891 ± 0.035 5.163 ± 1.668 0.933 ± 0.020 5.262 ± 1.546 0.784 ± 0.104 31.883(C)

PNN [38] 31.158 ± 1.708 0.855 ± 0.049 7.402 ± 1.462 0.898 ± 0.032 6.716 ± 1.510 0.721 ± 0.108 0.498(G)

APNN [63] 32.980 ± 1.747 0.882 ± 0.037 5.344 ± 1.647 0.921 ± 0.024 5.711 ± 1.642 0.753 ± 0.103 2.694(G)

LNM-PS 35.276 ± 1.943 0.928 ± 0.024 4.681 ± 1.357 0.954 ± 0.013 4.266 ± 1.082 0.825 ± 0.094 3.181(C)

Ideal value +∞ 1 0 1 0 1 0
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(a) EXP [8] (b) BT-H [9] (c) BD-PC [61] (d) HPM [10] (e) C-GLP [62] (f) LGC [26] (g) CDIF [24] (h) PNN [38] (i) APNN [63] (j) LNM-PS (k) PAN

Fig. 11. Fusion results (including close-ups on the left-upper corner) for the compared approaches included in the benchmark on the four-bands Guangzhou
dataset at full-resolution (source: GaoFen-2). The PAN size of this image is 512 × 512. (a)-(j) Visual results of several selected fusion approaches in true
colors and (k) the PAN image.

(a) EXP [8] (b) BT-H [9] (c) BD-PC [61] (d) HPM [10] (e) C-GLP [62] (f) LGC [26] (g) CDIF [24] (h) PNN [38] (i) APNN [63] (j) LNM-PS (k) PAN

Fig. 12. Fusion results (including close-ups on the left-upper corner) for the compared approaches included in the benchmark on the four-bands Indianapolis
dataset at full-resolution (source: QuickBird). The PAN size of this image is 512 × 512. (a)-(j) Visual results of several selected fusion approaches in true
colors and (k) the PAN image.

(a) EXP [8] (b) BT-H [9] (c) BD-PC [61] (d) HPM [10] (e) C-GLP [62] (f) LGC [26] (g) CDIF [24] (h) PNN [38] (i) APNN [63] (j) LNM-PS (k) PAN

Fig. 13. Fusion results (including close-ups on the left-upper corner) for the compared approaches included in the benchmark on the eight-bands Rio dataset
at full-resolution (source: WorldView-3). The PAN size of this image is 512 × 512. (a)-(j) Visual results of several selected fusion approaches using a
pseudo-colors composition (NIR (7th), green (3rd), and blue (2nd) channels) and (k) the PAN image.

TABLE VI
QUANTITATIVE RESULTS (MEAN AND STANDARD DEVIATION) FOR ALL THE COMPARED APPROACHES INCLUDED IN THE BENCHMARK ON (A) 50 IMAGES

FROM THE FULL-RESOLUTION GUANGZHOU DATASET (SOURCE: GAOFEN-2); (B) 38 IMAGES FROM THE FULL-RESOLUTION INDIANAPOLIS DATASET
(SOURCE: QUICKBIRD). THE CNN-BASED APPROACHES ARE RUN ON GPU (G), WHEREAS THE OTHERS ON CPU (C). (BOLD: BEST RESULTS;

UNDERLINED: SECOND BEST RESULTS)

Method
(a) Full-Resolution GaoFen-2 Dataset

Runtime(s)
(b) Full-Resolution QuickBird Dataset

Runtime(s)
Dλ DS QNR Dλ DS QNR

EXP [8] 0.005 ± 0.004 0.059 ± 0.025 0.937 ± 0.022 0.028(C) 0.002 ± 0.002 0.128 ± 0.026 0.870 ± 0.025 0.029(C)

BT-H [9] 0.100 ± 0.027 0.209 ± 0.037 0.712 ± 0.049 0.054(C) 0.059 ± 0.027 0.224 ± 0.062 0.731 ± 0.073 0.066(C)

BD-PC [61] 0.072 ± 0.036 0.198 ± 0.040 0.745 ± 0.062 0.062(C) 0.039 ± 0.038 0.215 ± 0.068 0.757 ± 0.087 0.072(C)

HPM [10] 0.112 ± 0.042 0.187 ± 0.047 0.723 ± 0.072 0.184(C) 0.067 ± 0.034 0.179 ± 0.062 0.768 ± 0.077 0.211(C)

C-GLP [62] 0.041 ± 0.018 0.080 ± 0.038 0.882 ± 0.049 1.101(C) 0.055 ± 0.040 0.122 ± 0.074 0.832 ± 0.096 1.359(C)

LGC [26] 0.006 ± 0.004 0.029 ± 0.011 0.966 ± 0.012 28.017(C) 0.007 ± 0.003 0.036 ± 0.010 0.958 ± 0.009 38.367(C)

CDIF [24] 0.044 ± 0.035 0.068 ± 0.021 0.892 ± 0.057 40.642(C) 0.033 ± 0.025 0.089 ± 0.063 0.883 ± 0.078 48.619(C)

PNN [38] 0.088 ± 0.028 0.213 ± 0.035 0.719 ± 0.050 0.239(G) 0.042 ± 0.029 0.165 ± 0.066 0.801 ± 0.080 0.234(G)

APNN [63] 0.039 ± 0.035 0.085 ± 0.032 0.880 ± 0.051 2.478(G) 0.020 ± 0.018 0.085 ± 0.035 0.898 ± 0.054 2.419(G)

LNM-PS 0.007 ± 0.003 0.026 ± 0.007 0.967 ± 0.006 5.682(C) 0.007 ± 0.003 0.019 ± 0.006 0.975 ± 0.008 6.139(C)

Ideal value 0 0 1 0 0 0 1 0

even better computational burden representing the fastest VO-
based approach among the compared ones. This is obtained
thanks to the use of just two data fidelity terms.

2) Full-Resolution Assessment: This sub-section corrobo-
rates the performance of the proposed pansharpening method
on three full-resolution datasets obtained by above three sen-
sors, respectively. The visual results are displayed in Figs. 11-
13. One can observe from them that although EXP [8] retains
better spectral information, it loses many details. Besides, the
pseudo-color representation of the fused products generated
by the PNN [38] are plenty of artifacts, see, e.g., Fig. 13 (h).

Instead, the LNM-PS consistently provides high-performance
results. The quantitative assessment is reported in Tabs. VI-
VII. The best overall results (i.e., the best values of the QNR
index) are obtained by the proposed LNM-PS approach driven
by the best values obtained by the spatial counterpart.

F. Discussions

In this sub-section, several discussions about the proposed
LNM-PS framework as the parameters tuning, the proposed
learnable nonlinear mapping, the generalization ability, the
computational burden, and the network structure, are provided.
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TABLE VII
QUANTITATIVE RESULTS (MEAN AND STANDARD DEVIATION) FOR ALL THE COMPARED APPROACHES INCLUDED IN THE BENCHMARK ON 31 IMAGES

FROM THE FULL-RESOLUTION RIO DATASET (SOURCE: WORLDVIEW-3). THE CNN-BASED APPROACHES ARE RUN ON GPU (G), WHEREAS THE OTHERS
ON CPU (C). (BOLD: BEST RESULTS; UNDERLINED: SECOND BEST RESULTS)

Method Dλ DS QNR Runtime(s)

EXP [8] 0.007 ± 0.007 0.068 ± 0.026 0.925 ± 0.026 0.028(C)

BT-H [9] 0.129 ± 0.042 0.214 ± 0.055 0.687 ± 0.074 0.056(C)

BD-PC [61] 0.104 ± 0.043 0.218 ± 0.062 0.702 ± 0.084 0.068(C)

HPM [10] 0.158 ± 0.072 0.220 ± 0.092 0.663 ± 0.123 0.185(C)

C-GLP [62] 0.045 ± 0.019 0.076 ± 0.042 0.884 ± 0.054 0.991(C)

LGC [26] 0.008 ± 0.004 0.028 ± 0.014 0.964 ± 0.014 28.151(C)

CDIF [24] 0.061 ± 0.059 0.065 ± 0.023 0.878 ± 0.063 40.174(C)

PNN [38] 0.122 ± 0.047 0.233 ± 0.067 0.676 ± 0.088 0.314(G)

APNN [63] 0.038 ± 0.036 0.073 ± 0.028 0.892 ± 0.046 2.543(G)

LNM-PS 0.005 ± 0.004 0.027 ± 0.007 0.969 ± 0.007 5.212(C)

Ideal value 0 0 1 0
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Fig. 14. The robustness analysis using four image quality indexes as metrics
(including the SAM, the SCC, the ERGAS, and the Q8) for the parameters
λ, η1, and η2 on the reduced-resolution Rio dataset (source: WorldView-3).
For convenience, the black stars are used to point out the best points. It is
noteworthy that for better comparison, we standardize the used quality indexes
as (index−mean(index)) /std(index).

1) Parameters Tuning: From the created LNM-PS
model (10), we can see that three key parameters are
concerned, i.e., λ, η1, and η2. Fig. 14 depicts the performance
when we vary the above three parameters on the reduced-
resolution Rio dataset. It is worth noting that we fix all the
parameters except the one to be analyzed in this experiment,
the goal is to simplify the selection step of these parameters.
It can be observed that λ = 3.0×10−3, η1 = 8.9×10−2, and
η2 = 0.5 × 10−2 are the best choices whatever the quality
metric that we adopted. Thus, we used this configuration for
our approach.
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Fig. 15. The performance over the ADMM iterations for the models that
use the linear operator and LNM, respectively, on the reduced-resolution
Indianapolis dataset (source: QuickBird). It is worth noting that for fairness
contrast, the optimal parameter configurations for both models are used.

2) Analysis About Learnable Nonlinear Mapping: To as-
sess the improvement in using LNM, we illustrate in Fig. 15
the curves over the ADMM iterations of the several image
quality indexes, i.e., SAM, ERGAS, and Q4, on the reduced-

resolution Indianapolis dataset (source: QuickBird) using non-
linear and the linear operator, respectively. The advantages
when using LNM are clear. Moreover, it is clear that our fusion
framework always gets high performance when the number of
outer iterations is fixed at 30.

(a) EXP [8] (b) PNN [38] (c) APNN [63] (d) LNM-PS (e) GT
(30.10dB, 0.73) (26.50dB, 0.79) (31.74dB, 0.82) (33.11dB, 0.85) (+∞, 1)

Fig. 16. The visual fusion results on the reduced-resolution Stockholm dataset
(source: WorldView-2), where the involved ML-based methods are trained on
the WorldView-3 dataset. (· , ·) denotes two image quality indexes of the
corresponding images, i.e., PSNR and SSIM. The NIR (7th), Green (3rd),
and Blue (2nd) channels are selected to generate these Pseudo color images.

3) Generalization Ability: To test the generalization of the
trained functional operator, i.e., Φ−1, we process the reduced-
resolution Stockholm dataset (source: WorldView-2) using the
CNN trained on the reduced-resolution Rio dataset (source:
WorldView-3). The visual and quantitative comparison of the
results on this reduced-resolution Stockholm dataset is shown
in Fig. 16. The 7th, 3rd, and 2nd channels are selected to
generate a pseudo-color representation of the fused products.
Moreover, the PSNR and SSIM metrics are calculated for a
quantitative evaluation. It is easy to see that the functional
operator obtained by the CNN and trained on a vast amount of
data has a better generalization ability with respect to the two
compared ML-based methods, i.e., PNN [38] and APNN [63],
thus alleviating the generalization ability problem of methods
belonging to the ML family.

4) Computational Burden: The total computational burden
of our method is roughly divided into two parts, i.e., VO-
part and ML-part. We performed a first computational analysis
depending on several different PAN sizes, as shown in Fig. 17.
Moreover, we further explored the computational burden of
Algorithm 2 focusing on each subproblem, with four different
patch sizes of the PAN image, as depicted in Fig. 18. It is
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Fig. 17. Computational analysis of the proposed approach on the full-
resolution Guangzhou dataset (source: GaoFen-2). Left: The PAN image
cropped into patches with multiple sizes. Right: Log2 Runtimes considering
different PAN sizes.
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Fig. 18. The computation load of the corresponding five subproblems in
Algorithm 2 evaluated on the full-resolution Guangzhou dataset (source:
GaoFen-2).

clear that the subproblem X, which is related to the FFT, is
the most demanding from a computational point of view.

5) Analysis of the network structure: In this paper, we
design a simple network based on the PNN [38], rather than
other more recent and elaborated networks, to obtain the
inverse operator of Φ, i.e., Φ−1. The purpose of this choice is to
show that the advantages of our model are obtained even with
the exploitation of a simple network to generate Φ−1. Anyway,
the obtained results of the proposed LNM-PS are competitive
even with some popular, more recent and elaborated networks.
For instance, considering Fusion-net [45] and LPPN [73],
the corresponding fusion results are illustrated in Fig. 19
comparing the proposed approach with Fusion-net and LPPN
using six image quality metrics and on the reduced-resolution
Guangzhou and Indianapolis datasets obtained by the GaoFen-
2 and QuickBird sensors, respectively. Notably, the quality
indexes are normalized (i.e., index/max(index)) to get a
maximum value equal to 1 for a better visual inspection. It is
easy to see from Fig. 19 that the results of the proposed LNM-
PS are just slightly less than Fusion-net on the Guangzhou
dataset, while the advantages of LNM-PS are clear on the
Indianapolis dataset. When it comes to LPPN, we can see that
the corresponding standard deviations of the chosen six image
quality indexes are relatively unstable, especially in SCC and
Q4 about the Indianapolis datasets. Besides, another advantage
between the proposed LNM-PS with the existing ML-based
methods is the trained nonlinear operators are suitable for all
datasets from the same sensor, while the existing ML-based
approaches always need lots of time to re-train the parameters
of the designed network. Hence, the use of more powerful
and recent ML approaches in our framework could help in
getting better results, but this analysis and the exploitation of
different ML approaches in our methodology are left for future
developments, thus promoting in this paper a lightweight
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Fig. 19. The normalized quality metrics on (a) the Guangzhou and (b)
Indianapolis datasets.

method with high performance.

VI. CONCLUSIONS

In this paper, a novel hybrid framework that combines VO-
based with ML-based approaches has been proposed to achieve
pansharpening, thus expecting to obtain a greater model in-
terpretability, higher performance, and a better generalization
ability. The proposed framework exploits a new learnable
nonlinear mapping (LNM) as a spatial fidelity term. The
introduction of a simple yet effective pansharpening model
only including two data fidelity terms represents a further
contribution of this paper. Furthermore, an ADMM-based
algorithm with the FISTA framework as the inner solver has
been designed to provide a solution for the proposed model.
In particular, we derived the nonlinear function into linear
functions by further exploring the properties of the trained
nonlinear function in some special points, thus reducing the
computational burden of the proposed approach. Both qualita-
tive and quantitative comparisons on reduced-resolution and
full-resolution datasets have been considered to assess the
superiority of our LNM-PS with respect to several state-of-
the-art techniques. Finally, a robustness analysis, the analysis
of the learnable nonlinear mapping, the generalization ability,
the computational burden, and the designed network structure
have been proposed to the readers.
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