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Abstract— Pansharpening refers to the fusion of a panchro-
matic image with high spatial resolution (PAN) a multispectral
image with low spatial resolution (LRMS) image with low
spatial resolution to obtain a high spatial resolution multi-
spectral (HRMS) image, which is beneficial to visual display
and geographic research. Recently, many deep learning (DL)
methods have been proposed to address the pansharpening
problem, but still a few examples of DL-based techniques are
designed from the perspective of a better receptive field while
the scale of features greatly varies among different ground
objects. In this article, we mainly focus on designing a cascadic
multireceptive learning resblock (CML-resblock) relying on the
residual network (ResNet) block, which can efficiently extract
multiscale features from both the PAN and LRMS images.
Moreover, we propose a novel multiplication network preserving
a physical significance, which uses deep neural networks (DNNs)
to learn the coefficients of the pixelwise restoration mapping
and multiplies the upsampled LRMS image with the learned
coefficients to get the HRMS image. The two parts mentioned
above constitute our cascadic multireceptive learning network
(CMLNet). Extensive experiments on both reduced-resolution
and full-resolution images acquired by the WorldView-3 (WV-3),
GaoFen-2 (GF-2), and QuickBird (QB) satellites show that the
proposed approach outperforms state-of-the-art methods. Fur-
thermore, additional experiments have been conducted to prove
the generality of the CML-resblock and multiplication network.
The code is available at: https://github.com/wajuda/CML.

Index Terms— Cascadic multireceptive learning, deep convo-
lutional neural networks (CNNs), image fusion, multiplication
network, multispectral imaging, pansharpening, remote sensing.
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NOMENCLATURE

MS LRMS image.
M̃S LRMS image upsampled to PAN scale.
M̂S HRMS image.
P PAN image.
RM Coefficients of the restoration mapping.
GT Ground-truth image.
RF Receptive field size.

I. INTRODUCTION

HIGH spatial resolution multispectral (HRMS) images are
widely used in many research fields since they can reflect

changes in geographic information in a very accurate way.
However, due to some physical constraints about the signal-to-
noise ratio (SNR) of the acquired images by sensors onboard
satellite platforms, high spatial and spectral resolutions are
hardly achieved together by exploiting a single sensor. Hence,
pansharpening, which stands for a panchromatic image with
high spatial resolution (PAN) sharpening, is gaining attention
in the literature. This technique aims to fuse a PAN image
with a multispectral image with low spatial resolution (LRMS)
image to get an HRMS image. Moreover, pansharpening
has proven to be a powerful and effective image fusion
methodology [3], [4], helpful in visual interpretation and as
a preliminary step for further high-level image processing
tasks. Multispectral pansharpening has also been extended to
address similar tasks as hyperspectral pansharpening [5], [6]
and multispectral and hyperspectral image fusion [7].

Over the past few decades, a large variety of pansharpening
methods have been proposed. These approaches can be divided
into four categories [3], [8], [9], i.e., component substitution
(CS) methods, multiresolution analysis (MRA) methods, vari-
ational optimization-based (VO) methods, and deep learning
(DL) methods. Our approach is based on convolutional neural
networks (CNNs), belonging to the category of DL techniques.
A brief introduction of some representative methods for each
category is presented as follows.

The CS methods are based on the projection of the LRMS
image into a transformed domain, where the LRMS component
retaining most of the spatial information can be (partially
or totally) substituted by the PAN image. Thanks to their
simplicity, many pioneering algorithms have been developed
belonging to this class [10], [11]. Some powerful instances are
the band-dependent spatial detail (BDSD) [12] and its robust
version (BDSD-PC) [13], the partial replacement adaptive CS
(PRACS) [14], the Gram–Schmidt (GS) [15], and the Brovey

1558-0644 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: University of Electronic Science and Tech of China. Downloaded on March 25,2024 at 02:36:40 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0001-9516-622X
https://orcid.org/0000-0003-3178-9772
https://orcid.org/0000-0001-9542-0638


5408416 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 61, 2023

Fig. 1. First row: (a) overview of the pansharpening network architecture
based on the additive injection model, i.e., the extracted spatial details from
the PAN image (i.e., P) are injected into the upsampled LRMS image (i.e.,
M̃S) to get the fused product (i.e., M̂S). (b) Our network architecture (i.e.,
CMLNet), which relies on the learning of the coefficients of the restoration
mapping that will be multiplied by the upsampled LRMS image to get the
HRMS image. Second and third rows: the results and corresponding absolute
error maps (AEMs) of three deep CNNs, i.e., PanNet (SAM/ERGAS/Q8 =

3.00/1.95/0.96) [1], FusionNet (2.83/1.75/0.97) [2], and the proposed CMLNet
(2.61/1.46/0.98). A better estimation of the HRMS image with fewer errors,
as shown by the related AEM, is obtained by the CMLNet.

transform with haze correction [16]. Generally, CS techniques
are usually characterized by a high fidelity in rendering spatial
details in the fused product, while producing a significant
spectral distortion.

The MRA-based methods are directly applied in the original
LRMS spatial domain using the multiscale decomposition.
More specifically, they extract spatial details from the PAN
image by simple low-pass filters or exploit multiresolution
approaches. Afterward, the details are injected into the inter-
polated LRMS image having the same size as the PAN image.
Some methods belonging to this class are, for instance, the
smoothing-filter-based intensity modulation (SFIM) [17], the
additive wavelet luminance proportional (AWLP) [18], the
generalized Laplacian pyramid (GLP) [19], the GLP with
high-pass modulation injection model (GLP-HPM) [20], and
the GLP with regression injection scheme (GLP-Reg) [21].
The MRA methods show a high spectral consistency but suffer
from a spatial point of view, in contrast to the CS-based
products [3].

The VO methods rely on a model that describes the rela-
tionship between the PAN, LRMS, and HRMS images [22].
The problem is to figure out how to set the variables so
that the PAN and LRMS images can be used to estimate
the HRMS image through a cost function with fidelity and
regulation terms. These methods show an elegant mathematical

formulation and have a good spatio-spectral preservation [3],
with lower arithmetic speed. Examples in this category
are Bayesian methods [23], sparse representation-based
approaches (which represent the HRMS image as a sparse
linear combination of dictionary elements) [24], [25], [26],
variational techniques [27], and low-rank methods [28].

Recently, DL methods (in particular, CNN-based methods)
are getting greater and greater attention, thanks to their
excellent performance in the nonlinear mapping task and
their powerful ability to extract features [29], [30], [31],
[32], [33], [34]. Leveraging on a huge number of parameters
(NoPs) and large-scale training datasets, the DL methods can
perform better than many other approaches belonging to the
above-mentioned three classes. Masi et al. [35] proposed the
first CNN (named PNN) for pansharpening using a simple
three-layer structure. Inspired by PNN, many researchers
developed various structures that rely on CNNs, such as the
residual module in residual network (ResNet) [36], which was
widely used for pansharpening [1]. Moreover, Deng et al. [2]
proposed the FusionNet under the guidance of both the CS
and MRA methods. To improve the generality of DL methods,
domain adaptation (DA) techniques have been drawn to solve
problems related to cross-scene hyperspectral images. For
example, Zhang et al. [37] used a graph structure to character-
ize topological relationships, and Zhang et al. [38] proposed
a multilevel DA network to integrate DA with multisource
data collaboration. Besides, the unsupervised learning strat-
egy has been introduced for pansharpening [39], [40], [41].
Ma et al. [39] proposed a novel unsupervised framework for
pansharpening based on a generative adversarial network,
named as Pan-GAN. Luo et al. [40] designed a new loss
function for unsupervised training containing spatial con-
straints and measuring a spectral consistency. Furthermore,
Xiong et al. [41] adopted the high-frequency component of
the corresponding PAN image as the weight to enhance the
spatial details of residual block output features. However,
a few examples of DL-based techniques have been proposed
considering a key factor in deep neural networks (DNNs),
the receptive field. We believe that the scale of features
greatly varies among different ground objects from multiple
sensors which calls for the multiscale feature extraction ability.
Furthermore, most of the existing CNN-based frameworks for
pansharpening are based on the additive injection model and
tend to design deeper and more complicated networks while
ignoring the physical interpretation. Since there are essential
differences between the LRMS and PAN images in the spatial
and spectral domains, we claim that the network framework
should emphasize interpretability and physical sound.

To address the problems above, we propose a novel cascadic
multireceptive learning network (CMLNet) for multispectral
pansharpening. For the receptive field problem, we design
a cascadic multireceptive learning resblock (CML-resblock)
for extracting the features with multiple receptive fields
(multireceptive). Besides, we present a novel pansharpening
framework based on the multiplicative injection model, aiming
to learn the value of the restoration mapping, which multiplies
the upsampled LRMS image to obtain the HRMS image.
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The main contributions of this work can be summarized
as follows.

1) Inspired by the traditional multiplicative injection model
for pansharpening, we design the novel multiplica-
tion network structure (see Section III-A) to learn the
coefficients of the restoration mapping. Instead, some
previously developed networks only learn the nonlinear
mapping to separately extract spatial details from LRMS
and PAN images, thereby losing the spectral informa-
tion.

2) A CML-resblock (see Section III-B) is proposed to
extract information from different scales in a step-by-
step manner. Specifically, every pixel of the output
is able to perceive multiscale information through a
cascade-like connection strategy, which is an efficient
and effective multireceptive learning process.

The rest of this article is organized as follows. In Section II,
the motivations and the related works will be briefly intro-
duced. The proposed network is presented in Section III.
The experimental analysis is instead provided in Section IV.
Finally, discussion and conclusions are drawn in Sections V
and VI, respectively.

II. RELATED WORKS AND MOTIVATIONS

A. Notation

The main notation used in this article is presented in
Nomenclature.

B. Pansharpening Methods

The pansharpening methods can be categorized into four
classes [3]. Some most relevant techniques for our work, i.e.,
CS and CNN-based solutions, will be briefly introduced below.

1) CS: The traditional CS methods project M̃S into a new
domain, where the spatial structure, i.e., the intensity com-
ponent (IL ), is well-separated from the spectral information.
Then, M̃S can be restored by replacing IL with the (histogram-
matched) PAN image. Finally, M̂S is obtained by applying
the inverse projection. The CS methods can generate HRMS
images with outstanding visual performance and spatial mis-
alignment robustness [8]. The general fusion equation for the
CS-based methods is as follows:

M̂Sk = M̃Sk + Gk · (P − IL) (1)

where k indicates the kth spectral band, Gk is the injection
(gain) matrix for each k = 1, . . . , C , C is the number
of spectral bands (channels), and · denotes the elementwise
matrix multiplication.

2) CNN-Based Approaches: The CNN-based solutions
belong to the DL class for pansharpening. They have been
widely applied in this field, thanks to their powerful fitting
capabilities. A general framework for the CNN-based methods
relies on learning spatial details to restore the HRMS product
as shown in Fig. 1(a). Thus, the process can be described as
follows:

M̂S = M̃S + Fθ (M̃S, P) (2)

where Fθ is the nonlinear mapping function depending on the
network parameter θ .

C. Receptive Field in Vision Tasks

The receptive field in DL is defined as the size of the
region in the input that produces the feature [42]. It measures
the relationship between an output feature (of any layer) and
an input region. Small or large receptive fields correspond
to small- or large-scale features, respectively. However, for
a single receptive field, the convolution features mainly focus
on the area of interest and ignore other potential information.
Thus, obtaining multiscale features with multireceptive field
kernels is necessary.

Recently, several strategies have realized the multiscale
feature extraction. For example, U-Net [43] and feature pyra-
mid networks (FPNs) [44] use a sequence of upsampling
and downsampling layers to extract features with different
scales. Moreover, inception [45] exploits multibranch convolu-
tional layers with different kernel sizes gaining computational
efficiency and low parameter count. Besides, efficient skip con-
nections are applied by ResNet [36] and DenseNet [46] to mix
multiscale features, which strongly enhance the performance
of the model. Afterward, Res2Net [47] has been designed to
enlarge the range of the receptive fields by splitting features
and applying group convolutions in each layer (the interested
readers can find more details in Section II-D). Although
there are many multiscale feature works in vision tasks,
a few of them focus on pansharpening. Hence, deeper insights
are required for multiscale representation with multireceptive
fields for this particular image fusion task.

D. Res2Net

Res2Net [47] is a multiscale module for CNNs, which
improves performance for many vision tasks, e.g., classifica-
tion, object detection, and class activation mapping. Instead
of a group of 3 × 3 convolutions, Res2Net applies smaller
groups of convolutions and connects different convolution
groups in a hierarchical residual-like structure. Thus, the out-
put represents different multiscale features in various channels.
More specifically, as shown in Fig. 2(b), Res2Net splits first
the feature map X ∈ RH×W×C (where H and W are the height
and width of X, respectively) into m feature map subsets along
channels, denoted by xi ∈ RH×W×(C/m), and generates the
corresponding output subsets, yi , where i ∈ {1, 2, . . . , m}.
It is worth to be noted that y1 is equal to x1, and each subset
xi (i ∈ {2, . . . , m}) has a corresponding 3 × 3 convolution,
denoted by Convi (·). Specifically, xi is added to the output of
Convi−1(·), and, then, fed into Convi (·). The final result of
Res2Net (Y ∈ RH×W×C ) can be written as follows:

yi =


xi , i = 1
Convi (xi ), i = 2
Convi (xi + yi−1), 2 < i ≤ m.

(3)

Since each 3 × 3 convolution receives feature information
from all the previous convolutional operations, the output of
Convi (·) has a larger receptive field than its input. Finally,
Res2Net has a multiscale ability at a granular level and
different subsets in output include different receptive fields
[see Fig. 2(b)]. In addition, the receptive field size of Res2Net
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Fig. 2. Comparison of three different convolution operations. (a) Standard convolution. (b) Res2Net. (c) Proposed cascadic convolution. The features with
different colors have different scales. For convenience, we omit the BatchNorm and rectified linear unit (ReLU) layers in this figure because they do not
influence the receptive field. Note that these modules only replace the middle convolution layer of the bottleneck block before being plugged into the backbone
of the networks.

can be described as follows:

RFi =

{
(2i − 1) × (2i − 1), 0 < i ≤ 2
RFi−1, (2i − 1) × (2i − 1), 2 < i ≤ m

(4)

where RFi is the receptive field size of yi .

E. Motivations

Despite the solutions discussed above, there is still room
for improvement. Indeed, CNN-based techniques have been
improved through the use of nonlinear mapping based on the
additive injection model. However, the interpretability of the
existing networks for pansharpening is limited by the increas-
ingly sophisticated structures. Inspired by the traditional CS,
we derive and propose a novel multiplication network with a
simple structure and physical sound.

Moreover, even though Res2Net [47] has demonstrated its
efficiency in extracting multiscale features, the performance
is still far from optimality. Specifically, the split input feature
subsets are processed in different multiscale extractions. Thus,
the output contains various receptive fields in each subset, and
several subsets only contain one scale information. Besides,
without an in-depth fusion of the different receptive field
information, the direct split and concatenation strategy restricts
the ability of feature representation. These motivate us to
design an equally efficient module that is more balanced and
adequate for extracting multiscale features.

Considering the motivations above, the proposed network
includes three main parts (shown in Fig. 3).

1) The novel multiplication network to learn a restoration
map (RM ∈ RH×W×C ), which multiplies the prepro-
cessed LRMS (M̃S) to obtain the HRMS image (M̂S).

2) The cascadic multireceptive learning resblock (CML-
resblock), which can extract multiscale features at pixel
level with multireceptive fields.

3) The CMLNet consisting of the multiplication structure
and CML-resblocks.

III. PROPOSED NETWORK

A. Multiplication Network for Pansharpening

1) Proposed Multiplication Network: In the traditional
injection scheme (1) of the CS framework, IL in (1) is defined
as follows:

IL =

C∑
i=1

ωi M̃Si (5)

where w = [w1, . . . , wi , . . . , wC ] ∈ R1×C is the first row of
the forward transformation matrix.

Unlike other networks that straightly replace the detail
extraction process with nonlinear mapping of CNNs, we first
define a space-varying injection gains G for each k = 1, . . . , C
in (1) as follows:

Gk =
M̃Sk

IL
=

M̃Sk∑C
i=1 ωi M̃Si

(6)

where the division is intended pixelwise. Then, we can rewrite
(1) as follows:

M̂Sk = M̃Sk +
M̃Sk

IL
· (P − IL) (7)

= M̃Sk ·
P
IL

(8)

= M̃Sk ·
P∑C

i=1 ωi M̃Si

. (9)

That is the classical high-pass modulation (HPM) (or mul-
tiplicative) injection scheme applied to CS pansharpening,
which has recently been extensively studied by considering
histogram-matching procedures [48], linear regression [49],
or haze correction [16]. Moreover, (7) characterizes the fusion
methods using the ratio of low-pass decompositions (ROLP),
which has proven to be superior to the additive injection
model (1) in preserving the visually important details of the
component images and improving the quality of the fused
products [20].
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Fig. 3. Flowchart of (a) multiplication network and (b) CML-resblock, where the BN block indicates the batch normalization. The proposed CMLNet uses
CML-resblocks as backbone blocks. The sizes of the data are as follows: MS ∈ Rh×w×C , M̃S ∈ RH×W×C , P ∈ RH×W , RM ∈ RH×W×C , and M̂S ∈ RH×W×C .

Thus, the pansharpening problem can be regarded as recon-
structing M̂S from M̃S with the restoration coefficients. We are
able to construct the restoration coefficients by applying a
properly chosen transformation from P and M̃S. Here, using
the powerful nonlinear mapping ability, the coefficients (RM)
are estimated through CNNs and M̃S is multiplied by RM
to get M̂S. In summary, our multiplication network can be
expressed as follows:

M̂S = M̃S · RM = M̃S · Fθ (M̃S, P) (10)

where Fθ is a nonlinear mapping function depending on the
network parameters θ generating RM ∈ RH×W×C .

Theoretically, we can design any complex internal structure
using advanced modules to get high performance. How-
ever, to keep the network structure as simple as possible
and further prove its effectiveness, we simply stack several
CML-resblocks to compose the backbone, which is a multire-
ceptive learning module.

2) Difference With Existing Network: As shown in Fig. 1,
the key differences between the proposed multiplication net-
work and the other existing networks are as follows.

1) Other networks most use the additive injection model,
while our network is designed based on the multiplica-
tive injection model, which provides better results than
the former in the literature.

2) Many CNN-based methods replace the linear mapping
in the theoretical CS/MRA formulation with CNNs.
Instead, the proposed multiplication network uses CNNs
with a simple structure to learn the coefficients of the
restoration mapping, which is a more effective and easier
combination of the theoretical formulation and CNNs,
thus getting both a physical significance and the relevant
nonlinear mapping abilities of CNNs.

B. Cascadic Multireceptive Learning Resblock

1) Expression for Multiscale Receptive Field: We use first
a novel expression to clearly show the multiscale receptive
field of features. We can define the initial receptive field as
1 × 1 when the input feature is fed. When it goes through a
convolutional layer with kernel size k × k, the receptive field
scale changes to k × k. Furthermore, the output’s receptive
field scale increases step by step as the convolution progresses.
The receptive field can be expressed as follows:

RF =

(
s∑

i=1

ki − s + 1

)
×

(
s∑

i=1

ki − s + 1

)
(11)

where RF stands for the receptive field, s represents the
number of the convolutional layers, and ki × ki is the kernel
size of the i th convolutional layer.

It is worth noting that the skip connection adds two features
with different receptive field sizes. According to the definition
of the receptive field, the receptive field scale of the fused
feature is dependent on the larger size because the smaller
area is included in the larger area. However, if we only
record the larger one, on one hand, it results in a multiscale
learning process that cannot be distinct. On the other hand,
it can be inaccurate because the two mixed features are
obtained by different inputs. Taking the above statements into
consideration, the receptive field of the fused feature can be
expressed as follows:

RF(z) = (RF(z1), RF(z2)) (12)

where z, z1 and z2 represent the fused feature and the two
connected features, respectively. These latter satisfies the rela-
tionship: z = z1 + z2.

Furthermore, the convolutional operator only includes the
summation and multiplication. When the fused feature enters
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Fig. 4. Toy example to illustrate the use of the cascadic convolution.
(a) Standard convolution operation, where all the pixels in the image/feature
map are convolved with the same size. (b) Cascadic convolution operation
with perceiving pixels at different scales in the image/feature map.

the next convolutional layer, the output is equal to the summa-
tion of the outputs of the two features coming into the same
convolutional layer. Thus, the following relationship is valid:

RF(Conv(z)) = RF(Conv(z1 + z2))

= (RF(Conv(z1)), RF(Conv(z2))) (13)

where Conv(·) is a convolutional layer.
Based on the above statements, we can make a thor-

ough analysis of the changes in the receptive field. For
instance, Fig. 2 provides a detailed breakdown of certain
modules through the aforementioned statements. Moreover,
this approach offers a comprehensive understanding of how
the feature is affected by the changes in the receptive field and
how it impacts the overall learning process (or functionality)
of the system. By identifying these changes, we can address
potential limitations in optimizing the network.

2) Cascadic Convolution: To alleviate the unbalanced mul-
tiscale feature extraction, we propose a new convolution
method, i.e., cascadic convolution, which is a simple but
effective module with a multireceptive field at pixel level.

In the cascadic convolution, we use a sequence of convo-
lutional layers, and the output of each layer is added to the
original input before entering into the next convolutional layer.
Through this cascade-like connection strategy, the multiscale
information is extracted step by step.

Fig. 2(c) shows how the cascadic convolution and the
multireceptive learning process work. The input X directly
enters a convolutional layer with kernel size 3 × 3 without
any extra segmentation. The output’s receptive field scale
of X is 3 × 3 and it is added to X to generate Y1. The
self-receptive field of X is 1 × 1. Thus, according to (12),
Y1 receptive field is (1 × 1, 3 × 3). Like a cascade, Y1 flows
into the next level. Through another convolutional layer, the
1 × 1 receptive field has been modified in 3 × 3, and the
3 × 3 receptive field has been changed in 5 × 5. According
to (13), the receptive field of the output of the second convo-
lutional layer is (3 × 3, 5 × 5). Similarly, Y2 receptive field
scale is (1 × 1, 3 × 3, 5 × 5). Finally, the receptive field of
the output Y is (1 × 1, 3 × 3, 5 × 5, 7 × 7). Each part of
Y learns multiscale information from X. Thus, the cascadic
convolution is related to a pixelwise multireceptive learning
process. Finally, to reduce the NoPs, the group convolution
is used in the cascadic convolution without changing any key
feature of this latter.

3) Proposed CML-Resblock: The idea of cascadic con-
volution partly stems from Res2Net. Thus, we choose the
bottleneck block in ResNet as the framework for our module
and use cascadic convolution to replace the middle convolu-
tional layer of Res2Net.

In the original bottleneck block, three convolutional layers
are stacked together, with kernel sizes of 1 × 1, 3 × 3,
and 1 × 1, respectively. In the end, a parameter-free identity
shortcut is used. In the proposed CML-resblock, the cascadic
convolution takes the place of the second convolutional layer.
Fig. 3 shows the complete structure of the CML-resblock,
which can easily be plugged into other existing networks.

4) Differences From Standard Convolution: If we only
stack convolutional layers as shown in Fig. 2(a), the receptive
field scale increases step by step as the convolution progresses.
According to (11), the output’s receptive field scale becomes
(3 × 3, 5 × 5, 7 × 7) through the three convolutional layers,
respectively, with kernel size 3 × 3. This method is called
standard convolution.

The proposed cascadic convolution has the following dif-
ferences with respect to the standard convolution.

1) Although the maximum area of the input that can be
seen by the output is the same as that of the cas-
cadic convolution, standard convolution only obtains a
single-scale receptive field limiting the performance of
the modules, while CML-resblock is a multireceptive
learning module, as shown in Fig. 4.

2) The output of each convolutional layer in the cascadic
convolution is added to X before entering into the next
layer. Namely, the deep-level feature extracted by the
CML-resblock is always under the guidance of the input.
Instead, in the standard convolution, the input acts only
in the first convolutional layer.

5) Differences From Res2Net: The proposed cascadic con-
volution has some main differences with respect to the
Res2Net module.

1) In the Res2Net module, for different subsets, xi , the
extracted multiple scales are not the same. Moreover,
the receptive fields vary with the channels of the output.
Instead, in the cascadic convolution, each part of X gets
the same and full multi-scale extraction and each part of
Y perceives information from the same multiple scales
of X.

2) The strategy of the hierarchical connection directly
adds different channels of the feature into Res2Net,
which could reduce the diversity of the features, thus
decreasing the feature representation ability. Instead, the
cascadic convolution adds the corresponding positions
of the features at different levels, thus retaining the
diversity.

3) The group convolution used in the cascadic convolution
does not change its critical properties. More specifically,
although the filters are grouped, each part of X is subject
to the same cascadic multireceptive operation, while
different segments of X from Res2Net are subject to
distinct operations.
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C. Overall Structure of the Proposed Network

It is worth to be remarked that the scale of MS is different
from that of P and GT. Thus, we need to upsample MS to
the PAN scale, i.e., M̃S. To this aim, we use a deconvolution
layer for the upsampling.

CS and MRA have a physical significance to extract detailed
information to be injected into M̃S. Specifically, the CS-based
methods rely on the spectral model ruling the projection of
M̃S into P. They subtract P with a linear combination of M̃S.
While the MRA-based methods subtract P with its low-pass
version PL . However, considering that our network just aims
to learn the coefficients of the restoration mapping, we use
as much information as possible and we just concatenate M̃S
and P as input for our network. This solution has two benefits.
Indeed, we reduce the computational burden and we avoid the
loss of spectral and spatial information.

At the beginning and end of the network, we, respectively,
adopt a convolutional layer to change the number of channels.
It is worth mentioning that the number of feature channels is
the same in the backbone of the network. Afterward, we use a
sequence of CML-resblocks to fully extract multiscale infor-
mation from M̃S and P. The multiscale extracting process of
the CML-resblock is balanced and each part of the output
perceives the same multiscale information from the input.
Thus, we can obtain a multireceptive pixelwise coefficient,
RM, to reconstruct M̂S in a better way. In our experiments,
we empirically tuned the number of CML-resblocks and con-
volution kernel sizes according to the pansharpening literature
and we set the number of filter groups in a proper way
to have a similar NoPs with some recent and representative
CNN-based methods. Finally, we multiply RM and M̃S in a
pixelwise manner to obtain M̂S. The overall structure is shown
in Fig. 3. Since the CML-resblocks represent the backbone of
our network, this latter is called the CMLNet.

D. Loss Function

Since the main contributions of the proposed methods are
the CML-resblock and multiplication structure, we empirically
select the commonly used L1 loss function for usage, which
mainly depicts the difference between groud-truth image (GT)
and network output. Compared with another widely used
L2 loss, this loss can generally preserve the sharp image edges
and textures better so it is more widely used in the field of
image processing. Specifically, the loss function is defined as
follows:

Loss =
1
N

N∑
i=1

∥GTi
− M̃S

i
· Fθ (M̃S

i
, Pi )∥1 (14)

where ∥·∥1 indicates the ℓ1-norm, N is the number of training
samples, and ·

i is the i th training sample.

IV. EXPERIMENTS AND RESULTS

In this section, to demonstrate the superiority of our
CMLNet, we will compare it with some state-of-the-art pan-
sharpening methods on the WorldView-3 (WV-3) dataset.
Then, we will extend the performance assessment to two
four-band datasets acquired by GaoFen-2 (GF-2) and Quick-
Bird (QB). Finally, in the ablation studies, we will plug the

CML-resblocks into other networks’ backbones and replace
the multiplication network with other network structures fixing
the backbone to demonstrate the effectiveness of the proposed
methods, respectively.

A. Datasets and Simulation

1) Datasets: We will consider several datasets captured
by WV-3, GF-2, and QB. WV-3 acquires data in the visible
near-infrared spectrum providing eight MS spectral bands
(coastal, blue, green, yellow, red, red edge, near-infrared 1,
and near-infrared 2) and a PAN band with a spatial resolution
of 1.2 and 0.3 m, respectively, and a radiometric resolution of
11 bits. GF-2 and QB provide four MS spectral bands (red,
green, blue, and near-infrared). Specifically, GF-2 acquires
LRMS and PAN images with a spatial resolution of 4 and
1 m, and a radiometric resolution of 10 bits. Instead, QB cap-
tures LRMS and PAN images with a spatial resolution of
2.4 and 0.6 m, and a radiometric resolution of 11 bits. The
above-mentioned datasets are publicly available.12

2) Simulation: It is worth noting that the datasets only
include original PAN/LRMS image pairs. To get a reference
(ground-truth) image, we need to follow Wald’s protocol [50]
to get P/MS/GT pairs for training. First, we filter the original
images with the corresponding sensor’s modulation transfer
functions (MTFs), and then decimate the filtered images by a
factor of 4. Afterward, we divide these simulated images into
small patches.

For the WV-3 dataset, we simulated 12 580 P/MS/GT pairs
with size 64 × 64, 16 × 16 × 8, and 64 × 64 × 8, respec-
tively, and then split them into 70%/20%/10% for training
(8806 examples)/validation (2516)/testing (1258).

Besides, other two WV-3 test cases, i.e., the Rio dataset
and the Tripoli dataset, are used to test the generality of
our method. They consist of P/MS/GT pairs with size
256 × 256, 64 × 64 × 8, and 256 × 256 × 8, respectively.

For the QB case, we downloaded a large dataset (4906 ×

4906 × 4) acquired over the city of Indianapolis (USA) cutting
it into two parts. The left part (4906 × 3906 × 4) is used to
simulate 20 685 training samples (64 × 64 × 4), and the right
part (4906 × 1000 × 4) is used to simulate 48 testing data
(256 × 256 × 4).

For the GF-2 case, we downloaded a large dataset (6907 ×

7300 × 4) captured over the city of Guangzhou (China) to sim-
ulate 19 809 training examples (64 × 64 × 4) and 20 testing
examples (256 × 256 × 4).

It is worth to be noted that each pixel value of the input
images is divided by 2047, for WV-3 and QB, and by 1023, for
GF-2, to get the range [0, 1]. Except for this step, no further
preprocessing (e.g., random augmentation) is performed.

B. Training Platform and Implementation Details

The proposed network is coded with Python 3.8.0 and
PyTorch 1.7.0 and trained with an NVIDIA graphics pro-
cessing unit (GPU) GeForce GTX 3080. We use the Adam
optimizer, in which the weight decay is set as 1 × 10−8.

1https://resources.maxar.com for the WV-3 and QB datasets.
2https://liangjiandeng.github.io/PanCollection.html for the GF-2 dataset.
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Fig. 5. Visual comparisons of all the approaches on the reduced-resolution Rio dataset (sensor: WV-3).

Fig. 6. Corresponding AEMs using the GT image on the reduced-resolution Rio dataset (sensor: WV-3). For better visualization, we doubled the intensities
of the AEMs and added 0.3.

Fig. 7. Visual comparisons of all the approaches on the reduced-resolution Tripoli dataset (sensor: WV-3).

To achieve better performance, we set the initial learning
rate to 0.0015, and then decrease it by one quarter every
200 epochs.

C. Parameters’ Tuning
In our CMLNet, we chose the same parameter tuning as

in [2]. Moreover, we simply stack four CML-resblocks in the
backbone network and divide the filters in a convolutional
layer of cascadic convolutions into 18 groups of four channels
for each group. It is worth noting that this selection of
parameters could not be optimal, but it turns out to be similar
in the NoPs with respect to the compared approaches, thus
demonstrating (in a fair way) the effectiveness of our method
with respect to the benchmark.

D. Benchmark

Several state-of-the-art methods belonging to different pan-
sharpening classes are used.

1) EXP: MS image interpolated by a polynomial kernel
with 23 coefficients [19].

2) CS Methods:
a) GS: GS sharpening approach [15].
b) PRACS: PRACS approach [14].
c) BDSD-PC: Robust BDSD approach [13].

3) MRA Methods:
a) SFIM: SFIM approach [17].
b) GLP-HPM: The GLP with MTF-matched fil-

ter [51] and multiplicative injection model [20].
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TABLE I
AVERAGE METRICS FOR ALL THE COMPARED DL-BASED APPROACHES

ON 1258 REDUCED-RESOLUTION SAMPLES FOR WV-3. (BOLD: BEST;
UNDERLINE: SECOND BEST)

c) GLP-CBD: The GLP with MTF-matched filter [51]
and regression-based injection model [19], [52].

d) GLP-Reg: The GLP with MTF-matched filter [51]
and full-scale regression injection model [21].

4) DL-Based Methods:
a) PNN: Pansharpening via CNNs [35].
b) PanNet: CNNs for residual learning on the

high-frequency domain for pansharpening [1].
c) DiCNN1: Detail injection-based CNN [53].
d) DMDNet: Deep multiscale detail CNNs for pan-

sharpening [54].
e) FusionNet: Deep CNN inspired by the traditional

CS and MRA methods [2].
f) TDNet: Triple–double CNN motivated by the tra-

ditional MRA methods [55].

E. Reduced-Resolution Assessment

The reduced-resolution assessment measures the similarity
between the fused image, M̂S, and the related GT. The
quality metrics used to assess the similarity are: the spectral
angle mapper (SAM) [56], the dimensionless global error in
synthesis (ERGAS) [57], the spatial correlation coefficient
(SCC) [58], and the Q2n index [59] (Q4 and Q8 for four and
eight bands, respectively). The ideal values are 0 for SAM and
ERGAS, and 1 for SCC and Q2n .

1) Experiments on the WV-3 Dataset: In Table I, we report
the average quantitative results and the standard deviations of
all the metrics for different methods on the testing dataset.
In terms of the numerical analysis, the proposed CMLNet
obtains the best average quantitative performance for all the
quality indexes. Furthermore, the standard deviation (std) of
all the metrics is very small, which also demonstrates the
robustness of the proposed network. Compared with PanNet
and FusionNet, whose input images are processed before
inputting them into the network, our approach just feeds
the network with the concatenation of P and M̃S. More-
over, to improve the performance, many CNN-based methods
design special modules and network structures for learning
the nonlinear relationship. For instance, TDNet relies on a
complicated double-branch structure and several modules to
extract information. Instead, we just propose a general and
efficient multiscale extraction module (CML-resblock), simply
stacking them into the network backbone.

2) Test on Two Different WV-3 Cases: A further test is
introduced in this section by assessing the performance on
two new cases from the Rio and Tripoli datasets without

TABLE II
QUALITY METRICS FOR ALL THE COMPARED APPROACHES ON THE

REDUCED-RESOLUTION RIO AND TRIPOLI DATASETS. (BOLD: BEST;
UNDERLINE: SECOND BEST)

any adjustment or extra training. Table II shows the results
obtained by all the methods. The quantitative metrics also
demonstrate the superiority of CMLNet. Besides, Figs. 5–8
show the visual comparisons among all the compared pan-
sharpening approaches. The visual analysis in Figs. 5 and
7 corroborates the numeric results. From the specific areas
framed by blue and green boxes, it is clear to see blur
effects generated by the classic CS and MRA methods. The
CNN-based methods have a better visual effect than the
traditional approaches, but it is not so easy to distinguish their
performance due to the 8-bit RGB representation of the 11-bit
multispectral fused data. Thus, we leverage on the calculation
of the AEMs in Figs. 6 and 8. It is easy to see that there
are fewer bright spots in the error maps of our results and
they are closer to the gray value, indicating that the CMLNet
products are the most similar to the GT data. Furthermore,
we present in Fig. 9 the corresponding RM obtained by the
proposed CMLNet as grayscale maps, one for each band. It can
be observed that the value of each pixel of RM is around 1,
which meets our initial assumption to see it as coefficients of
restoration mapping. According to Fig. 9, RM contains a lot
of spatial details, being involved in the reconstruction process.
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Fig. 8. Corresponding AEMs using the GT image on the reduced-resolution Tripoli dataset (sensor: WV-3). For better visualization, we doubled the intensities
of the AEMs and added 0.3.

Fig. 9. RM learned by the proposed CMLNet on the reduced-resolution Rio and Tripoli datasets (sensor: WV-3).

TABLE III
COMPARISON OF THE TRAINING TIMES, THE TESTING TIMES, THE NOPS, AND THE GFLOPS FOR ALL THE DL-BASED APPROACHES. (THE TRAINING

TIMES UNIT IS HOURS: MINUTES, AND THE TESTING TIMES UNIT IS SECONDS)

3) Computational Analysis: Table III reports the training
times, the testing times, the NoPs, and the giga floating
point operations per second (GFLOPs) for all the compared
CNN-based methods using the WV3 dataset. It is worth to
be remarked that the training iterations are determined when
obtaining the optimal testing quantitative results. Furthermore,
the average testing times are calculated on the same GPU.
As mentioned above, the proposed CMLNet has a similar
structure with respect to PanNet and FusionNet. Thus, they
are also similar in terms of testing times, NoPs, and GFLOPs.
More specifically, we used CML-resblocks in the proposed
method containing cascadic convolutions, resulting in a slight
increase in computational complexity. Moreover, TDNet gets
a relatively large amount of parameters, mainly due to the
triple–double structure and the multi-scale convolutional block
(MSCB) for multiscale convolution. According to Table III and
the related quantitative experimental results, it is clear that the
proposed CMLNet gets a significant increase in performance
without a related computational complexity growing.

F. Full-Resolution Assessment

The goal of pansharpening is to obtain an HRMS image for
real applications, and thus, an assessment at full resolution is

of crucial importance to state the superiority of the proposed
approach. Since there is no GT at full resolution, we exploit
the quality with no reference (QNR) index [60], consisting
in a spectral distortion (Dλ) and a spatial distortion (Ds)
indexes, as quality metric. The QNR has an ideal value equal
to 1 obtained when both Dλ and Ds are equal to 0.

We exploit ten original PAN/LRMS image pairs of the full-
resolution WV-3 dataset, named Tripoli-OS dataset. Table IV
shows that our CMLNet obtains the best average results and
standard deviations on the three metrics. Moreover, Fig. 10
shows the visual comparison for the Tripoli-OS dataset.
We can easily see that there are some spatial distortions and
blur effects inside the close-ups for the compared approaches
except for the proposed one. To further investigate the perfor-
mance at full resolution, Fig. 11 shows some full-resolution
HRMS images obtained by fusing WV3 data with the proposed
approach. Fig. 11 demonstrates that our method can get a high
spatial fidelity retaining PAN spatial details.

G. Experiments on the GF-2 and QB Datasets

In this section, we assess the performance on two four-band
datasets acquired by GF-2 and QB, respectively. Despite MS
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Fig. 10. Visual comparison among the approaches on the full-resolution Tripoli-OS dataset (sensor: WV-3).

Fig. 11. Visual performance of the proposed CMLNet on the full-resolution Tripoli-OS dataset (sensor: WV-3). First row: the PAN images. Second row:
the corresponding fused HRMS images.

TABLE IV
AVERAGE VALUES OF THE QNR, Dλ , AND Ds INDEXES WITH THE

RELATED STANDARD DEVIATIONS (STDS) FOR THE TRIPOLI-OS
DATASET. (BOLD: BEST; UNDERLINE: SECOND BEST)

in these datasets having four instead of eight bands, we only
need to adjust the number of input channels for the first
convolutional layer and the number of output channels for
the last convolutional layer. After that, the adjusted network
is trained on the GF-2 and QB training sets. Figs. 12 and
13 show the visual results of some representative and recent
CNN-based methods. It is clear that the CMLNet has fewer

TABLE V
AVERAGE RESULTS OF THE COMPARED APPROACHES FOR 20 GF-2

TESTING SAMPLES AND 48 QB TESTING SAMPLES. (BOLD: BEST;
UNDERLINE: SECOND BEST)

residuals. As shown in Table V, the CMLNet gets the best
quantitative results.

H. Ablation Studies

Our CMLNet consists of two key components: the multi-
plication network and the CML-resblock. The experimental
results indicate that the combination of these two key compo-
nents, i.e., the proposed CMLNet, gets superior performance.
To separately show the superiority of these two key com-
ponents, the results from different combinations of network
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Fig. 12. Visual comparison among some representative and state-of-the-art CNN-based approaches on the Indianapolis dataset (sensor: QB). The corresponding
AEMs using the GT image are depicted in the second row. For better visualization, we doubled the intensities of the AEMs and added 0.3.

Fig. 13. Visual comparison among some representative and state-of-the-art CNN-based approaches on the Guangzhou dataset (sensor: GF-2). The corresponding
AEMs using the GT image are depicted in the second row. For better visualization, we doubled the intensities of the AEMs and added 0.3.

TABLE VI
TUNING PARAMETERS OF THE COMPARED MODULES INCLUDED INTO

THE NETWORK BACKBONE. NOTATION: FILT. # (NUMBER OF FILTERS
FOR EACH LAYER), N (NUMBER OF BLOCKS), LY. # (NUMBER

OF CONVOLUTION LAYERS IN THE BACKBONE), C (NUMBER
OF FEATURE CHANNELS IN EACH GROUP), G (NUMBER

OF CONVOLUTION KERNEL GROUPS), W (NUMBER OF
FEATURE CHANNELS IN EACH SUBSET), S (NUMBER

OF SUBSETS)

architectures and backbone modules are discussed. These
experiments are obtained considering the WV-3 dataset.

We chose PanNet [1], FusionNet [2], and the multiplica-
tion network as network structures for comparison. Instead,
as backbone modules, the resblock, the bottleneck block [36],
the Inception-A block [45], the standard convolution, the
Res2Net module, and the CML-resblock have been selected.
The tuning parameters of the different modules are shown in
Table VI.

1) Comparison Among Structures: To compare the perfor-
mance of the different structures, we fix the backbone module.
The results in Table VII show that the multiplication network
overcomes PanNet and FusionNet in all the cases except
for the resblock, thus demonstrating the effectiveness of the
proposed multiplicative scheme.

Fig. 14. Number of CML-resblocks stacked in the backbone of the proposed
CMLNet against the average quality metrics on 1258 reduced-resolution
samples for WV-3.

2) Comparison Among Modules: From Table VII, it is
clear to note that the standard convolution, the Res2Net,
and the CML-resblock have a better performance compared
with the resblock and the bottleneck block when embedded
into different network structures. We can attribute this to an
increase in the number of convolutional layers as shown in
Table VI. Hence, the related networks can capture richer and
more complex features.

Besides, despite Res2Net extracts multiscale information, its
performance is similar to the one of the standard convolution
when embedded into the PanNet and into the multiplication
network. On the other hand, the CML-resblock gets the highest
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TABLE VII
QUALITY METRICS FOR ALL THE COMPARED COMBINATIONS ON THE REDUCED-RESOLUTION DATASETS. WE COMPARE THEM WITHIN GROUPS USING

THE SAME MODULE. (BOLD: BEST)

Fig. 15. Size of convolution kernels by changing the number of groups (g; blue line) or channel (c; green line) within each group against the average quality
metrics on 1258 reduced-resolution samples for WV-3.

performance, showing that the multiscale extraction of the
Res2Net is insufficient and unbalanced with respect to the
proposed one.

V. DISCUSSION

In this section, we analyze the computational complexity
and the performance of the proposed CMLNet by changing the
number of CML-resblocks and the size of convolution kernels
in the CML-resblock. Finally, we discuss the strengths and
weaknesses which could be focused on for further research.

A. Number of CML-Resblocks

According to the results in Fig. 14, we observe that the
performance of the network tends to improve with the increase
in the number of the CML-resblocks. This can be attributed to
the increase in the NoPs, which improves the nonlinear ability
of the network. It is worth noting that the results obtained by
a network with four stacked convolutional layers represent a
good tradeoff between performance and computational burden.

B. Size of Convolution Kernels

We divide the kernels of a convolutional layer into 18 groups
with four channels in each group. In this section, we test

the impact of using different sizes for the convolution kernels
changing the number of groups (g) and channels (c) in each
group when setting the number of CML-resblocks to four.

When the number of convolution kernels grows, the features
extracted become more and more diverse although there can be
some similar features. The experimental results in Fig. 15 show
that the number of groups and channels in each group can
improve the network performance. Moreover, considering the
NoPs, the increase in the number of groups can lead to more
gains, thus demonstrating the need to use group convolutions
in our CMLNet.

C. Future Perspectives

Based on the previously shown results, CMLNet has proved
its advantages in coping with the pansharpening problem. Fur-
thermore, there are also some issues that could be developed.
On one hand, CML-resblock provides pixel-level multirecep-
tive learning ability through a cascadic connection strategy, but
it needs more parameters and execution time than other meth-
ods with the same number of middle-layer channels. Besides,
we did not demonstrate the effectiveness of CML-resblock
in other tasks. On the other hand, although the proposed
network structure is based on the HPM (or multiplicative)
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injection scheme which generally performs better than the
additive injection model, we only simply stack some modules
in the backbone to learn the coefficients to prove its simplicity
and effectiveness. Thus, it could be regarded as a preliminary
examination, and we can design specific backbone modules
considering more properties of the PAN and LRMS images.

VI. CONCLUSION

In this article, we introduced a new architecture to solve
the pansharpening problem, called multiplication network.
Unlike other methods that learn spatial details based on the
additive injection model, our multiplication network learns
coefficients for a restoration mapping function that is used
to multiply the upsampled low spatial resolution multispec-
tral image to generate the target image. To further enhance
the feature extraction ability of our method, we designed
the CML-resblock module based on ResNet and Res2Net,
which can effectively extract multiscale information. After-
ward, we incorporated the CML-resblock into the backbone
of our multiplication network to design the overall network,
i.e., the CMLNet. The experiments on both the reduced- and
full-resolution datasets demonstrate the effectiveness of the
proposed CMLNet. Furthermore, ablation studies confirm the
superiority of both our multiplication network architecture
and the CML-resblock. Finally, the impacts of the number
of CML-resblocks stacked into the network backbone and the
convolution kernel size have been discussed.
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