BAM: Bilateral Activation Mechanism for Image Fusion
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ABSTRACT
As the conventional activation functions such as ReLU, LeakyReLU, and PReLU, the negative parts in feature maps are simply truncated or linearized, which may result in unflexible structure and undesired information distortion. In this paper, we propose a simple but effective Bilateral Activation Mechanism (BAM) which could be applied to the activation function to offer an efficient feature extraction model. Based on BAM, the Bilateral ReLU Residual Block (BRRB) that still sufficiently keeps the nonlinear characteristic of ReLU is constructed to separate the feature maps into two parts, i.e., the positive and negative components, then adaptively represent and extract the features by two independent convolution layers. Besides, our mechanism will not increase any extra parameters or computational burden in the network. We finally embed the BRRB into a basic ResNet architecture, called BRResNet, it is easy to obtain state-of-the-art performance in two image fusion tasks, i.e., pansharpening and hyperspectral image super-resolution (HISR). Additionally, deeper analysis and ablation study demonstrate the effectiveness of BAM, the lightweight property of the network, etc. Please find the code from the project page.
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1 INTRODUCTION
Image fusion aims to fuse the image data that record the same target collected by different sensors through specific techniques to maximize the extraction of the desired information from each sensor. It can improve the spatial and spectral resolution of the original image and finally produce a high-quality image that can be further applied to other high-level vision tasks, such as image segmentation and detection. Recently, convolutional neural networks (CNNs) have demonstrated remarkable superiority in image fusion due to the powerful computing infrastructure and availability of large-scale datasets. The main improvement direction of the latest CNNs-based methods [18, 29, 30, 41, 44] points to the optimization of the network structures. Structural changes, such as deepening of depth, increasing width, and multi-scale convolution operations, are essential to make the CNNs’ feature extraction capabilities more powerful. Activation function [25], e.g., Rectified Linear Unit (ReLU), as the important tool which plays a role in activating the nonlinear fitting ability of CNNs, has received more and more attention. In particular, ReLU is anti-symmetric about 0. It activates the positive part of the input, and the partial derivative is 1. At the same time, the negative part of the input is ignored, and the partial derivative is 0. Such an activation mechanism makes the activated unit not have a vanishing gradient at any network depth. However, when the unit is not activated, the gradient is 0, resulting in it remaining inactivated throughout the optimization process. To mitigate potential problems caused by the hard 0 activation of ReLU [24], its generalized versions (i.e., LeakyReLU [22], PReLU [15] and so forth) have been developed. Most of them are devoted to improving the activation performance of the original ReLU by modifying its functional form. It is actually because of the asymmetry of ReLU that some neurons can not be activated and remain in an inhibited state. This model is conducive to image classification, image segmentation, and other tasks. However, in the image fusion task, those parts that are not activated have the latent features we need. Although the existing activation function, such as ReLU, enhances the nonlinear fitting ability of the network, it will cause undesired information distortion.

In this paper, we present a framework from the direction of the activation mechanism extension, expecting to explore and utilize the features that can not be activated while retaining the nonlinearity of the activation function. Thus, we propose a Bilateral Activation
Figure 1: A toy example of the proposed Bilateral Activation Mechanism (BAM) with ReLU as the activation function, by which the feature is separated into two parts, i.e., the positive and negative parts that will be fed to the subsequent convolution layers. Compared with conventional activation functions such as ReLU, the BAM could effectively prevent information distortion, especially for the negative features.

Figure 2: The left one is the diagram of ReLU\textsuperscript{P}, which is the same as ReLU. The right one is ReLU\textsuperscript{N} obtained through rotating ReLU by 180° clockwise.

Mechanism. Take ReLU as an example, BAM with ReLU is able to separate input feature maps into positive and negative parts, as shown in Fig. 1, and then send them to different convolutional layers for feature extraction.

We mainly focus on two image fusion tasks, hyperspectral image super-resolution (HISR) \cite{4, 11, 28} and remote sensing image pansharpening \cite{7, 8, 31}. The first one (HISR) is to obtain a high-resolution hyperspectral image (HR-HSI) by fusing a low-resolution hyperspectral image (LR-HSI) and a high-resolution multispectral image (HR-MSI). And pansharpening yields a high-resolution multispectral image (HR-MSI) by fusing a low-resolution multispectral image (LR-MSI) and a high-resolution panchromatic image (HR-PANI). Whether it is HISR or pansharpening, the difficulty mainly lies in achieving competitive spatial and spectral preservation. Therefore, both precisely modeling the nonlinear relationship between images and fully exploring image features are of critical importance. In our work, the bilateral activation mechanism is applied to a residual block with ReLU as the activation function. Thus bilateral ReLU residual block (BRRB) is constructed without increasing the number of parameters. Furthermore, we embed the BRRB into a simple ResNet \cite{16}, called BRResNet, to implement two image fusion tasks. Experiments demonstrate that BRResNet can easily surpass other advanced methods. The main contributions can be summarized as follows:

- A novel bilateral activation mechanism (BAM) is designed to avoid the neuron inactivation problem caused by a peculiar form of the activation function, e.g., ReLU. Not only the nonlinearity of ReLU is retained, but also the features of the input can be fully utilized.
- As a mechanism, BAM provides a more efficient feature extraction mode without increase the computational burden. Also, it has many variants and can be used as a substitution to replace any structure like “Activation + Convolution”, giving us more flexibility in designing the network structure.
- A BRResNet with BAM is proposed, which achieves state-of-the-art performance in two fusion tasks. Especially, the given BRResNet holds a large margin among other CNNs-based methods in terms of the parameters, thus can be viewed as a lightweight network.

2 RELATED WORKS AND MOTIVATION

In this section, we will first introduce a common form of several activation functions and present their similarities and differences. Then, the motivations of this paper will be detailed.

2.1 Related Works

As mentioned above, ReLU will ignore the negative elements of the input and cause it to remain inactive. And its generalized versions, such as LeakyReLU, and PReLU, are all changed in their basic form. Thus they can be unified into the following mathematical expression:

$$A(x) = \begin{cases} x, & x \geq 0 \\ \alpha x, & x < 0 \end{cases},$$

where \(A(\cdot)\) represents the activation function, and the corresponding common derivative form can be expressed as follows:

$$A'(x) = \begin{cases} 1, & x \geq 0 \\ \alpha, & x < 0 \end{cases},$$

where \(A(\cdot)\) represents the corresponding common derivative of the activation function, \(x\) is the input, and \(\alpha\) is the coefficient. For ReLU, \(\alpha\) is set to zero, thus in the process of backpropagation, the gradient for parameters of the inactive unit is zero, which means it can not be updated during the training process. For LeakyReLU, \(\alpha\) is set as a small value, which offers a small, non-zero gradient to the negative parts of the input. Besides, in PReLU, \(\alpha\) is adaptively learned by networks. It is more flexible but still inhibits the negative parts.

2.2 Motivation

The nonlinear nature of ReLU is reflected in the fact that all negative values are zero, which brings more possibilities for the network to extract features, but the remaining features of the negative part
will be directly discarded. In order to extract the residual features in the negative part, LeakyReLU multiplies the negative part with a coefficient $\alpha$ so that the information in the negative part can be preserved. However, although the features of the negative part become better extracted, the nonlinearity of the activation function decreases, further causing the nonlinear fitting ability of the network to decrease. PReLU regards $\alpha$ in the activation function as a trainable parameter in the network. This can indeed balance the relationship between the feature extraction of the negative part and the nonlinearity of the activation function, but in essence, the feature extraction of the negative part is strengthened by weakening the nonlinearity of the activation function.

Therefore, to avoid information loss such as the negative features in ReLU and the parameter tuning of $\alpha$ in LeakyReLU and PReLU, we develop a simple and effective BAM to make full use of both positive and negative features, aiming to reduce the spatial distortion in pixel-wise tasks, e.g., image fusion.

### 3 THE PROPOSED METHODS

This section will first introduce how BAM works when ReLU is used as the activation function. Then, the Bilateral ReLU Residual Block (BRRB) and BRResNet will be detailed.

#### 3.1 Bilateral Activation Mechanism

By Fig. 1, it is clear that after the feature map passing the ReLU (also called ReLU$^P$), there still exist obvious negative features containing abundant details by the ReLU that rotated by 180°, i.e., ReLU$^N$. If only taking conventional ReLU, the negative features will be discarded, weakening the ability of feature representation and extraction. In this work, we novelly develop a simple BAM that takes
ReLU as the activation function to make use of both positive and negative features in the network. Please see Fig. 2.

From Fig. 3, consider an input feature map \( I \), which contains the positive part \( P \) and negative part \( N \). Assume the proposed BAM has ReLU as the activation function to make use of both positive and negative features in the network. Please see Fig. 2.

3.2 Bilateral ReLU Residual Block

After defining the BAM, we here present how to embed the BAM into a common network architecture. The classical ResNet is chosen as the basic architecture because of its high performance and efficiency. Especially, Bilateral ReLU Residual Block (BRResNet) embedded with BAM is proposed to replace the residual block in ResNet [16]. Assume that the input feature map is \( I \in \mathbb{R}^{H \times W \times C} \), where \( H \) and \( W \) is the size in spatial dimension, \( C \) is the channels of the input feature. \( I \) will be sent to the convolutional layer to extract its shallow feature \( \hat{I} \). Then, the exacting feature map \( \hat{I} \) will pass through two independent convolutional layers to obtain the potential feature \( \hat{P} \in \mathbb{R}^{H \times W \times C} \) and negative feature \( \hat{N} \in \mathbb{R}^{H \times W \times C} \). After that, \( \hat{P} \) and \( \hat{N} \) will be concatenated as \( S \in \mathbb{R}^{H \times W \times C} \). Finally, \( S \) will be added with \( I \) as the final output feature map \( O \in \mathbb{R}^{H \times W \times C} \).

It is worth noting that the process from \( I \) to \( S \) can be seen as a basic module that can replace the “Activation + Convolution” structure in any networks. More details about BRResNet can refer to Fig. 3.

3.3 The Overall Network and Loss Function

In this section, we proposed an overall network architecture for the task of image fusion, in which we embed the BRResNet into a simple ResNet [16], called BRResNet. Especially, the BRResNet that contains five BRResBs is used to solve the pan sharpening problem in this paper. Let \( HR \in \mathbb{R}^{H \times W \times B} \) and \( LR \in \mathbb{R}^{H' \times W' \times B} \) represent the high-resolution image and low-resolution image respectively, where \( B \) denotes the bands in \( HR \) and \( LR \). More information about \( LR \) and \( HR \) can refer to Sec. 4.2.2 and Sec. 4.3.2. Firstly, \( LR \) is upsampled to the same size as \( HR \). Then, the upsampled \( LR \), represented as \( \hat{LR} \in \mathbb{R}^{H \times W \times B} \), will concatenate with \( HR \) as \( M \in \mathbb{R}^{H \times W \times (B+B)} \). Next, \( \hat{LR} \) will be fed into the BRResNet and the output will be added with \( \hat{LR} \) as the final fused image \( SR \in \mathbb{R}^{H \times W \times B} \). The overall process can be expressed as follows:

\[
SR = f(\hat{LR}, HR) + \hat{LR},
\]

where \( f(\cdot) \) represents the BRResNet with its parameters \( \theta \). More details about BRResNet can refer to Fig. 4.

To depict the distance between \( SR \) and the ground-truth (GT) image, we adopt the mean square error (MSE) as our loss function in the training process. The loss function can be expressed as follows:

\[
L(\theta) = \frac{1}{N} \sum_{i=1}^{N} \| f(\hat{LR}^{(i)}, HR^{(i)}) + \hat{LR} - GT^{(i)} \|^2,
\]

where \( N \) denotes the amount of training examples, and \( \| \cdot \|_F \) is the Frobenius norm.

4 EXPERIMENTS

This section reports the main results of BRResNet in HISR and pan sharpening, where the effectiveness of BAM is demonstrated by comparing with the existing state-of-the-art methods.

4.1 Baseline Methods

HISR is a classic task in the field of image fusion. The methods developed in recent years can be divided into traditional methods and deep learning (DL)-based approaches. Competitive traditional methods including FUSE [35], the coupled sparse tensor factorization (CSTF) [19] method and the CNN Denoiser (CNN-FUSE) [10]. Many DL-based methods based on CNN have emerged, pushing the task of HISR to a new era, including SSRNet [42], ResTFNet [21], and MHFNet [36].

Similarly, previous works for pansharpening can also be classified as traditional methods and DL-based methods [31]. Typical traditional methods are the smoothing filter-based intensity modulation (SFIM) [20], the generalized Laplacian pyramid (GLP) [1] with MTF-matched filter [3] and regression-based injection model (GLP-CBD) [5], and the band-dependent spatial-detail with local parameter estimation (BDSD) [14]. Advanced DL-based methods are PanNet [38], DiCNN1 [17], and DMDNet [12].

4.2 Results for HISR

In this section, we will introduce the implementation of training, then, datasets and evaluation indicators will be shown, and finally,
the HISR results compared with state-of-the-art methods will be presented.

4.2.1 Training Details and Parameters. All DL-based methods are fairly trained on the same dataset on NVIDIA GeForce GTX 2080Ti. Besides, we set 1000 epochs for the BRResNet training under the Pytorch framework, while the learning rate is set to $1 \times 10^{-4}$, the channels of the BRRB is set to 64. Adam optimizer is used for training with the batch size 32 while $\beta_1$ and $\beta_2$ are set to 0.9 and 0.999, respectively. For the compared approaches, we use the source codes provided by the authors or re-implement the code with the default parameters in the corresponding papers.
4.2.2 Datasets and Evaluation Metrics. In this work, we adopt two widely used datasets: CAVE dataset [39] and Harvard dataset [6]. CAVE dataset includes 32 scenes with the size of 512×512 (31 bands in total), with full spectrum resolution reflectance data from 400nm to 700nm at 10nm increments. Harvard dataset [6] includes 77 indoor and outdoor scenes with the size 1392×1040 (31 bands in total), with full spectrum resolution reflectance data in the range of 420nm to 720nm at 10nm increments. We have simulated a total of 3920 HR-MSI/LR-HSI/GT image pairs (80%/20% as training/testing dataset) with the size 64×64×3, 16×16×31, and 64×64×31 for CAVE dataset, and 3920 HR-MSI/LR-HSI/GT image pairs (80%/20% as training/testing dataset) with the size 64×64×3, 16×16×31, and 64×64×31 for Harvard dataset, respectively. The process of CAVE data generation contains the following three steps: 1) Crop 3920 overlapping patches from the original dataset as GT; 2) Apply a Gaussian blur with the kernel size of 3×3 and standard deviation of 0.5 to GT patches, and then the blurred patches are downsampled to generate LR-HSI patches; 3) Use the spectral response function of Nikon D700 camera [9, 10, 36, 37] to generate MSI patches. Besides, to evaluate the performance of HISR, we adopt the following indicators, SAM, ERGAS, the peak signal-to-noise ratio (PSNR) and the structure similarity (SSIM) [34].

Table 3: Average quantitative comparisons on 1258 reduced resolution WV3 examples.

<table>
<thead>
<tr>
<th>Method</th>
<th>SAM</th>
<th>ERGAS</th>
<th>SCC</th>
<th>Q8</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDSD</td>
<td>6.997±0.2830</td>
<td>5.1670±2.2475</td>
<td>0.8712±0.0798</td>
<td>0.8126±0.1234</td>
</tr>
<tr>
<td>GLP-CBD</td>
<td>5.2861±1.9582</td>
<td>4.1627±1.7748</td>
<td>0.8904±0.0698</td>
<td>0.8540±0.1144</td>
</tr>
<tr>
<td>PanNet</td>
<td>4.921±1.2733</td>
<td>3.9254±0.9778</td>
<td>0.9495±0.0461</td>
<td>0.8942±0.1170</td>
</tr>
<tr>
<td>DCCNN1</td>
<td>3.9895±1.1311</td>
<td>2.7367±1.0156</td>
<td>0.9517±0.0472</td>
<td>0.9097±0.1117</td>
</tr>
<tr>
<td>DMDNet</td>
<td>3.9714±1.2482</td>
<td>2.8572±0.9663</td>
<td>0.9527±0.0447</td>
<td>0.9000±0.1142</td>
</tr>
<tr>
<td>BRResNet</td>
<td>3.5881±1.2185</td>
<td>2.4618±0.9396</td>
<td>0.9612±0.0444</td>
<td>0.9153±0.1099</td>
</tr>
<tr>
<td>Ideal value</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

4.3 Results for Pansharpening

This section will first introduce the training implementation, then datasets and evaluation indicators will be described, and finally, our pansharpening results will be presented.

4.3.1 Training Details and Parameters. We conduct 1000 epochs training under the Pytorch framework, and the learning rate is fixed as 1×10⁻⁴ during the training process. For the parameters of BRResNet, the number of the BRResBlock is set to 5, while the number of channels of the BRBB is set to 32. The rest of the settings and parameters are the same as that in Sec. 4.2.1.

4.3.2 Datasets and Evaluation Metrics. To benchmark the effectiveness of BRResNet for pansharpening, we adopt a wide range of datasets including 8-band datasets captured by WorldView-3 (WV3), 4-band datasets captured by Gaofen-2 (GF2) and QuickBird (QB) satellites. As the ground truth (GT) images are not available, Wald’s protocol [2] is performed to ensure the baseline image generation. All the source data can be downloaded from the public website. For WV3-data, we obtain 12580 HR-PAI/LR-MSI/GT image pairs (70%/20%/10% as training/validation/testing dataset) with the size 64×64×1, 16×16×8, and 64×64×8, respectively; For GF2 data, we use 10000 HR-PAI/LR-MSI/GT image pairs (70%/20%/10% as training/validation/testing dataset) with the size 64×64×1, 16×16×4, and 64×64×4, respectively; For QB data, 20000 HR-PAI/LR-MSI/GT image pairs (70%/20%/10% as training/validation/testing dataset) with the size 64×64×1, 16×16×4, and 64×64×4 were adopted.

The quality evaluation is conducted both at reduced and full resolutions. For reduced resolution test, the spectral angle mapper (SAM) [40], the relative dimensionless global error in synthesis (ERGAS) [33], the spatial correlation coefficient (SCC) [43], and quality index for 4-band images (Q4) and 8-band images (Q8) [13] are used to assess the quality of the results. In addition, to assess the performance of all involved methods on full resolutions, the QNR, the D₃, and the D₄ [32] indexes are applied.

4.3.3 Comparison with State-of-the-art. This section will compare the results on various datasets obtained by our BRResNet and several competitive methods (including traditional techniques and DL-based methods).

Evaluation on 8-band reduced resolution dataset. We compare the proposed method with recent state-of-the-art pansharpening methods on the quantitative performance on 1258 WV3 testing datasets. The results of compared methods and BRResNet are reported in Table 3. It can be observed that BRResNet achieves a transcendence performance. Also, we compare the related approaches on the Rio-dataset (WV3), whose visual results are shown in Fig. 7. We can observe that BRResNet not only provides unambiguous results, but also the color and brightness of the proposed method's pansharpening results will be presented.

Evaluation on 8-band full resolution dataset. We further perform a full-resolution test experiment on the WV3 dataset with 50 pairs. The quantitative results are reported in Table 4, and the visual results are shown in Fig. 10. Again, our method significantly outperforms existing techniques in all quantitative indicators. Furthermore, the compared DL-based techniques PanNtT, DiCNN1, and DMDNet no longer outperform all standard unsupervised approaches, as they did in the previous section. This is because the
training and testing samples have similar spectral and spatial responses. Traditional deep learning algorithms can only work successfully in constant training-testing scenarios. BRResNet, on the other hand, mitigates this flaw to some extent.

**Evaluation on 4-band reduced resolution dataset.** In order to prove the wide applicability of BRResNet, we also conducted experiments on the 4-band GF2 and QB datasets. Similarly, the comparison of quantified indicators is shown in Table 6 and Table 5, the visual results are shown in Fig. 8 and Fig. 9. Other competing approaches produce some ambiguity and residual more or less, but our proposed method can generate results that are closest to the GT image, which further proves that BRResNet has a certain generalization ability.

### Table 5: Average quantitative comparisons on 81 reduced resolution GF2 examples.

<table>
<thead>
<tr>
<th>Method</th>
<th>SAM</th>
<th>ERGAS</th>
<th>SCC</th>
<th>QT</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDS [14]</td>
<td>2.070 ± 0.2923</td>
<td>2.070 ± 0.2923</td>
<td>0.8769 ± 0.0516</td>
<td>0.8763 ± 0.0417</td>
</tr>
<tr>
<td>GLP-CBD [3]</td>
<td>2.274 ± 0.7335</td>
<td>2.046 ± 0.6198</td>
<td>0.8728 ± 0.0527</td>
<td>0.8773 ± 0.0406</td>
</tr>
<tr>
<td>PANNet [38]</td>
<td>1.395 ± 0.3262</td>
<td>1.229 ± 0.2828</td>
<td>0.9558 ± 0.0123</td>
<td>0.9469 ± 0.0222</td>
</tr>
<tr>
<td>DiCNN1 [17]</td>
<td>1.494 ± 0.3814</td>
<td>1.320 ± 0.3544</td>
<td>0.9459 ± 0.0223</td>
<td>0.9445 ± 0.0212</td>
</tr>
<tr>
<td>DMDNet [12]</td>
<td>1.296 ± 0.2923</td>
<td>1.128 ± 0.2670</td>
<td>0.9645 ± 0.0091</td>
<td>0.9530 ± 0.0219</td>
</tr>
<tr>
<td>BRResNet</td>
<td>1.212 ± 0.2923</td>
<td>1.029 ± 0.2532</td>
<td>0.9686 ± 0.0094</td>
<td>0.9627 ± 0.0175</td>
</tr>
<tr>
<td><strong>Ideal value</strong></td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 11: The left one is the diagram of PReLU or LeakyReLU, the right one is the transformed one that denoted as PReLU$^T$ or LeakyReLU$^T$, the difference between PReLU and LeakyReLU is, PReLU regards $\alpha$ as a trainable parameter while LeakyReLU regards $\alpha$ as an immutable hyperparameter.

Table 6: Average quantitative comparisons on 48 reduced resolution QB examples.

<table>
<thead>
<tr>
<th>Method</th>
<th>SAM</th>
<th>ERGAS</th>
<th>SCC</th>
<th>Q4</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDSD [14]</td>
<td>7.6788 ± 1.9110</td>
<td>7.4661 ± 0.9912</td>
<td>0.8512 ± 0.0622</td>
<td>0.8132 ± 0.1364</td>
</tr>
<tr>
<td>GLP-CBD [5]</td>
<td>7.3983 ± 1.7826</td>
<td>7.2965 ± 0.9316</td>
<td>0.8543 ± 0.0643</td>
<td>0.8191 ± 0.1283</td>
</tr>
<tr>
<td>PanNet [38]</td>
<td>5.3144 ± 1.0175</td>
<td>5.1623 ± 0.6815</td>
<td>0.9296 ± 0.0386</td>
<td>0.8834 ± 0.1399</td>
</tr>
<tr>
<td>DMDNet [17]</td>
<td>5.3671 ± 0.9958</td>
<td>5.2310 ± 0.5412</td>
<td>0.9224 ± 0.0507</td>
<td>0.8821 ± 0.1432</td>
</tr>
<tr>
<td>BRResNet (our)</td>
<td>5.1197 ± 0.9399</td>
<td>4.7377 ± 0.6487</td>
<td>0.9350 ± 0.0653</td>
<td>0.8908 ± 0.1646</td>
</tr>
<tr>
<td>Ideal value</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

From the above experiments, it is clear that apart from the improvement of HISR performance, the proposed BAM also has a favorable performance for pansharpening. We believe that BAM can also achieve satisfactory results for more vision tasks.

4.4 Discussions

In this section, we discuss the effectiveness of the proposed method from the following three aspects. First, how activation function may affect training results is investigated. Then, we study the performance of BAM with different activation functions. And finally, a comparison of parameters is presented.

Discussion on activation function. We provide experiments that compare three ResNet variants over the Tripoli dataset (A sample from the WV3 datasets). The three ResNet variants use ReLU, LeakyReLU, and PReLU as the activation functions respectively, denoted as ResNet-ReLU, ResNet-LReLU, ResNet-PReLU. As shown in Table 7, ResNet with PReLU has the best results, indicating that the negative part is necessary for feature extraction, but it is not feasible to fix the derivative, like LeakyReLU. It is worth mentioning that BAM can also be used for some of the latest and effective activation functions, such as Mish [23] and Swish [26].

Discussion on BAM. BAM can be applied to different activation functions. Similarly, we select ReLU, LeakyReLU, and PReLU for comparison, denoted as ResNet-BReLU, ResNet-BLReLU, and ResNet-BPReLU respectively. The training and test procedures are the same as the above experiment. The illustration of BPReLU and BLeakyReLU$^T$ is shown in Fig. 11. Among them, the coefficient on the negative interval of LeakyReLU is set to 0.2, and the initialization coefficient on the negative interval of PReLU is set to 0.2. The experimental results over the Tripoli dataset are shown in Table 7. It is clear that BAM can enhance the feature extraction ability of the network and obtain the most competitive results on multiple indicators. This is due to the ability of BRB to receive bilateral contextual information streams, allowing it to extract and apply more extensive representations for image fusion.

Discussion on the number of parameters. The number of parameters (NoPs) of all the compared DL-based methods for two tasks are presented in Table 8. For pansharpening, the BRResNet has only 0.97 million parameters, much less than the other competitive methods. This is due to the fact that the bilateral activation method improves the representation capabilities of the network without increasing any extra parameters. Moreover, for HISR, although the NoPs of the BRResNet is not the least, it is able to achieve a satisfying trade-off between computational burden and performance. Our proposed method has demonstrated remarkable efficacy in experiments while requiring a tolerable amount of computing, indicating that such a BAM is efficient.

5 CONCLUSION

In this work, we introduce a simple but effective Bilateral Activation Mechanism (BAM) that not only retains the nonlinearity of the activation function but also avoids information distortion caused by inactivation. Moreover, a network with residual structure using BAM with ReLU (BRResNet) is proposed, which significantly improves the efficiency of feature extraction in image fusion tasks. Besides, a wide range of experiments confirms that BRResNet exceeds other advanced methods easily with fewer parameters. Finally, through analysis and discussion, BAM can be applied to different activation functions to replace any “Activation + Convolution” structures, thus providing more flexible variants for designing neural networks.
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